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T he recession that began in mid 1990 has become perhaps the most
noteworthy macroeconomic event of recent years. It coincided
with, and was influenced by, several unusual events the Per-

sian Gulf War, the "credit crunch," and the "restructuring" phenome-
non. Many contemporary observers regard the 1990-91 recession as
wholly unique, suggesting "We are sailing in unchartered waters."

History never repeats itself exactly, so every recession is, of course,
unique. But for the. term "unique" to take on meaning, one needs to
have some conception of what "normal times" are and what a "normal
recession" might be. Nearly a decade has passed since the last U.S.
recession ended, and memories of prior recessionary experiences may
now have grown dim. The objective of this article is twofold: to provide
a concise review of post-World War II recessions, with an eye to
identifying their most distinctive features as well as their common
elements; and to investigate the extent to which knowledge of a
recessionary period provides insight into the subsequent expansion.

The article’s conclusions are necessarily tentative as the date the
recession ended was not officially designated at the time of its writing.
Even though the 1990-91 recession was characterized by several distinc-
tive and still puzzling features, this is not uncommon for recessions.
Virtually all recessions have occurred around the time of some highly
distinctive, not purely economic event such as a war, a massive change
in the price of imported oil, a major strike, or wage, price, and credit
controls. Recessions almost always come as a surprise even though they
seem easy to "explain" after the fact. This article finds that, contrary to
common assertion, the severity of a recession provides little guidance to
the course of the subsequent expansion.



Table 1

A~ Brief__Hi~sto_rtzo~ Post-World War II Recessions
Duration Diffusion Depth

(Months)
Recession (1)

Nov. 1948-Oct. 1949 11
July 1953-May 1954 10
Aug. 1957-Apr. 1958 8
Apr. 1960-Feb. 1961 10
Dec. 1969-Nov. 1970 11
Nov. 1973-Mar. 1975 16

Jan. 1980~.luly 1980 6
July 1981-Nov. 1982 16

11
3.5
9

Average of Eight Prior Recessions
Standard Deviation
Current Recession (July 1990-April 1991 (?))
aThe 1948, 1953, 1957 and 1960 recession declines are in 1958 dollars: the 1969
recessions are in 1982 dollars; the 1990 recession is in 1987 dollars.

Industries with Real GNP Real GNP
Declining Employment (% Change) (% Change)

(Maximum %) (19825) (Current Weights~)

(2) (3) (4)
90 -2.0 -1.6
87 -3.0 -3.4
88 -3.5 -3.9
80 -1.0 -1.6
80 -1.1 -1.0

88 -4.3 -4.9
63 -2.4 -2.4
72 -3.4 -3.4
81 -2.6 -2.8
9 1.2 1.3

73 - 1.2 - 1.3

and 1973 recessions are in 1972 dollars; the 1980 and 1981

I. A Brief Overview of
Post-World War II Recessions

Table 1 presents some of the salient features of
the recessions since World War II. (Data for earlier
recessions are sparse and less reliable.) The informa-
tion is grouped according to what Geoffrey Moore
has called the three Ds, the three major criteria used
to define a recession: duration, diffusion, and depth.
Column (1) shows that postwar recessions have
lasted as little as six months and as long as 16 months
and have had an average duration of 11 months.
Column (2) shows that the percent of industries
experiencing employment declines has ranged from
90 in the 1948-49 recession to a low of 63 in the brief
1980 recession. Columns (3) through (9) illustrate two
aspects of the depth of a recession: columns (3)
through (7) show the maximum declines in several
measures of economic activity, whereas columns (8)
and (9) provide proxies for the maximum difference
or gap between the actual and the "potential" or
"normal" level of economic activity.

The distinction between these two aspects can
be illustrated by considering which was the most
severe recession in the postwar period. Based on the
maximum decline in real GNP, final sales, or the
index of coincident indicators, or on the increase in

the unemployment rate, the answer is clearly the
1973-75 recession. However, because the major
1981-82 recession came only a year after the 1980
recession, the capacity utilization rate in manufactur-
ing fell to a postwar low (70 percent) and the unem-
ployment rate rose to a postwar high (10.8 percent),
well above its 1975 peak. Thus, even though eco-
nomic activity clearly declined more in 1973-75, one
could easily argue that a maximum proportion of
productive resources was idled in 1982, because the
1981-82 recession started from a much lower level of
utilization.

Consider next the question of choosing the mild-
est recession in the postwar period. The 1980 reces-
sion is probably the most logical choice. It was the
shortest since the records start in 1854, was the
mildest in terms of duration, the decline in coincident
indicators, and the diffusion and magnitude of em-
ployment declines. One could also make a case for
either the 1953-54 or the 1969-70 recession. The
1953-54 recession was the mildest by the gap mea-
sures-the rates of manufacturing capacity utilization
and unemployment because it started from abnor-
mally high rates of resource utilization during the
Korean War. The declines in real GNP, employment,
and coincident indicators in 1969-70 were among the
smallest despite their reflecting a major strike.1

4 January/February 1992 New England Economic Revie~o



Table 1 continued
A Brief History of Post-World War II Recessions

Depth (continued)

Coincident Payroll Unemployment Unemployment Capacity Utilization
Indicators Employment Rate Rate Rate, Manufacturing

(% Change) (% Change) (Maximum Change) (Maximum) (Minimum)
(5) (6) (7) (8) (9)

-11.9 -5.2 4.4 7.9 71.7
-9.5 -3.5 3.6 6.1 78.8

-12.7 -4.3 3.8 7.5 71.3
-7.1 -2.2 2,3 7.1 73.5
-6.7 -1.5 2.7 6.1 75.8

-14.1 -2.9 4.4 9.0 70.8
-6.6 -1.4 2.2 7.8 76.9

-10.6 -3.1 3.6 10.8 70.0
-9.9 -3.0 3.4 7.8 73.6

2.9 1.3 .9 1.5 3.2
-6.9 -1.5 1.9 7.1 77.2

Source: Board of Governoi~ of the Federal Reserve System; Moore (1983); National Bureau of Economic Research; U.S. Bureau of Economic
Analysis; U.S. Bureau of Labor Statistics.

Assuming that the 1990 recession ended in the
second quarter of 1991 (alternative assumptions are
discussed in section V below), it was clearly milder
than the postwar average. The declines in real GNP
and employment were about half as large as the
average declines in prior postwar recessions. The rise
in the unemployment rate was smaller than in any of
the eight prior recessions, although it reached a
higher maximum level than in the 1953 and 1969-70
recessions.

1 It is a mistake to attribute much significance to small differ-
ences in economic series drawn from very different time periods,
as the data are not strictly comparable. For example, to combine all
goods and services to arrive at an aggregate measure of GNP, one
must adopt a set of fixed weights, typically the composition of
output in a given base year. But the economic relevance of real
GNP in 1953 measured with weights based on the composition of
output in 1987 is far from clear. Many 1987 products did not even
exist in 1953. To minimize this problem, this article uses weights
from the base year closest to each recession (Table 1, column 4),
even though this makes strict statistical comparisons impossible.
Similarly, one cannot measure the gap between actual and poten-
tial resource utilization by the level of the unemployment rate or
the capacity utilization rate, if their "’full utilization" rates vary
significantly over time. For example, a 6.1 percent unemployment
rate in 1970, when the labor force had grown rapidly with an influx
of young and inexperienced workers, probably represents less
slack than the same rate in 1954, when the labor force was more
experienced and had grown more slowly.

January/February 1992

II. A Thumbnail Chronology of Postwar
Recessions

This section attempts to place each recession in
its broader historical context by providing more in-
formation on the composition of real GNP, inflation
and interest rates, and macroeconomic policy.

The 1948-49 Recession: Postwar Investment
Adjustment

The 1948-49 recession was entirely an inventory
recession--final sales increased 1.7 percent despite a
sharp decline in business fixed investment. Personal
consumption expenditures, consumer durable goods,
residential investment, and state and local govern-
ment purchases all rose more strongly than in any
subsequent recession (Table 2).

Following the removal of wartime wage (in 1945)
and price (in 1946) controls, the rate of inflation rose
sharply, peaking at 20 percent in the year ending in
March 1947 (Figure 1). After decelerating steadily
over the next year and a half, the level of the CPI
peaked near the peak of the business cycle and
declined more than 4 percent thereafter.

Since the war, monetary policy had been de-
voted primarily to supporting the price of govern-

New England Economic Review 5



Table 2
Components of Real GNP during
Peak to Trough

49:4 54:2 58:2 61:1 70:4 75:1 80:3 82:4 Average of 91:2

48:4 53:2 57:3 60:2 69:4 73:4 80:1 81:3 Eight Prior 90:3
(585) (585) (585) (585) (725) (725) (825) (825) Recessions (875)

Component                    (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

GNP -1.6 -3.4 -3,4 -1.4 -.1 -4.9 -2.3 -3.2 -2.6 -1.3

Change in Business Inventories -3.3 -1.7 -1.7 -1.4 -.5 -3.0 -1.0 -2.9 -2.0 -1.0

Final Sales 1.7 -1.7 -1.7 0 .4 -1.9 -1.3 -.3 -.6 -.3

Personal Consumption Expenditures 3.2 .7 -.6 -.5 1.5 -.4 -1.0 2.3 .7 -.9

Durable Goods 16.4 -1.1 -9.8 -8.6 -7.1 -9.1 -6.9 2.5 -3.0 -7.1
Nondurable Goods 1.5 -.7 -.9 .1 2.9 -1.0 -1.0 1.8 .3 -.7

Services 1.3 3.3 3.2 1.9 2.9 3.1 .7 2.6 2.4 .6

Residential Fixed Investment 17.9 6.0 -1.0 -5.0 9.9 -31.4 -18.1 -5.3 -3.4 -9.9

Business Fixed Investment -15.1 -2.2 -14.0 -5.7 -6.0 -14.2 -6.9 -12.5 -9.6 -7.3
Equipment -17.1 -4.7 -17.4 -10.5 -6.9 -11.5 -8.0 -14.3 -11.3 -5.2
Structures -11.7 2.0 -8.2 2.3 -4.6 -19.4 -4.8 -9.6 -6.8 -11.7

Total Government Purchases 6.1 -11.1 5.1 3.1 -1.6 2.6 .5 4.7 1.2 1.8

Federal Government -.7 -19.2 4.1 2.4 -9.7 .5 2.0 10.2 -1.3 3.8

State and Local Government 14.6 8.6 6.1 3.9 5.5 3.8 -.4 .8 5.4 .5

Net Exports -.5 .5 -.7 .5 .2 1.0 1.0 -.9 .1 1.1

Exports -9.8 8.4 -10.8 2.9 3.1 1.6 -3.8 -14.1 -2.8 3.0
Imports -.8 -4.1 3.0 -7.2 .5 -11.5 -12.9 -7.1 -5.0 -5.2

Auto Production 13.7 -6.4 -35.0 -32.4 -42.7 -32.1 -12.1 -14.5 -20.2 -23.1

Recessions: Percentage Changes from Reference

Note: The change in business inventories is the difference between the change in real GNP and the change in tinal sales.
Source: U.S. Bureau of Economic Analysis: 1966, The National Income and Product Accounts of the United States, 1929-1965: Statistical Tables,
Tables 1.2, 1.5, and 1.16; 1981, The National Income and Product Accounts of the United States, 1929-76. Statistical Tables, Tables 1.2, 1.4, and
1.15; 1986, The National Income and Product Accounts of the United States, 1929-82: Statistical Tables, Tables 1.2, 1.4, and 1.18; 1991, Survey
of Current Business, December 1991; and author’s calculations.

ment securities. Nevertheless, in 1948 reserve re-
quirements were increased three times and the
discount rate raised from 1 percent to 1.5 percent.
These policy actions were greatly magnified by the
sharp reversal from inflation to deflation. Real rates
of interest swung quickly from large negative to large
positive values.

Romer and Romer (1989) have identified October
1947 as one of six times that monetary policy sought
to reduce economic activity to curb inflation. Mone-
tary restraint undoubtedly contributed to an inevita-
ble winding down of pent-up demand from World
War II. The fact that the declines were confined solely
to business fixed and inventory investment suggests
the slowdown in sales was propagated by a multipli-
er-accelerator interaction of the type that had already
been described (Samuelson 1939; Metzler 1941; Hicks
1937).

The 1953-54 Recession: The End of the Korean War

The 1953-54 recession was characterized by a
sharp cutback in government spending, associated
primarily with the end of the Korean War. Federal
government purchases had nearly tripled between
the outbreak of the war in June 1950 and the signing
of an armistice in July 1953. Government spending
had slowed and defense orders had slowed even
earlier, as the prospect of an end to the war became
clearer. The drop of nearly 20 percent in federal
purchases, along with the decline in inventory invest-
ment, exceeded the decline in real GNP during the
recession. State. and local government purchases and
exports rose briskly during the recession, and both
residential investment and personal consumption ex-
penditures increased. If any postwar recession can be
attributed to reduced government spending, it would
be this post-Korean War experience.

6 January/Februamy 1992 New England Economic Review



Figure 1
Inflation and Unemployment Rates, 1946 to 1961

12-Month Percent Change in CPI
25

2O

15

10

5

1946

Unemployment Rate
(right scale)

1948 1950 1952 1954 1956 1958 1960

Percent
8

7

6

5

4

3

2
1962

Source: U.S. Bureau of Labor Statistics.

It is of some current interest to note that the early
recovery from the 1953-54 recession is the slowest on
record. Ordinarily, at a cyclical trough, economic
activity not only stops declining but immediately
starts to rise faster than its trend. This normal se-
quence was delayed in 1954 when, for example,
payroll employment declined for three months after
the May trough and did not exceed the May level
until November. This is the only precedent for the
extremely weak early recovery, or "L-shaped" reces-
sion, in 1991.

The 1957-58 Recession: Accelerating h~flation and
Policy Restraint

The 1957-58 recession was preceded by an accel-
eration of the inflation rate from 0 in early 1956 to
nearly 4 percent in early 1957 (Figure 1). The unem-
ployment rate had been below 4 1/2 percent since mid
1955 and below 4 percent in early 1957, just prior to
the peak. Over the course of the expansion, short-
term interest rates rose slowly but steadily from less
than 1 percent to 3 1/2 percent at the peak, while M1
growth steadily decelerated from a peak of 4 1/2
percent to about 0 (Figure 2).

The size of the decline in real GNP and final sales
was about the same as in the prior recession but the
composition differed greatly. Whereas the 1953-54
recession was dominated by a drop in federal spend-
ing, government spending increased strongly in the
1957-58 recession. Whereas capital spending hardly
declined in 1953-54, it collapsed in 1957-58. Produc-
ers’ durable equipment declined less in 1953-54 (less
than 5 percent) than in any postwar recession but
declined more in 1957-58 (17.4 percent) than in any
postwar recession. Consumer durables, nearly flat in
the previous recession, dropped nearly 10 percent in
1957-58. Except for the initial stability of residential
investment, which had declined more or less contin-
ually from 1954 to 1957, the 1957-58 recession exhibits
the signs of credit restraints.

I1~e 1960-61 Recession: False Expectations?

In contrast to most other recessions, no one
dominant factor characterizes the relatively mild
1960-61 recession. It is perhaps best viewed as the net
result of a combination of several factors, their only
common thread a mistaken reading of the strength of
the real economy and the threat of inflation. Indeed,

Ja)ma~7/Februmj/1992 New England Economic Review 7



Figure 2
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the 1960-61 recession may be the first and perhaps
clearest postwar example of a recession due to a
forecast error.

For this and earlier recessions, the record of
explicit forecasts is rather sparse and not particularly
helpful, because most forecasts were in nominal
rather than real units and at annual rather than
quarterly or monthly frequencies (Zarnowitz 1967).
The impression that the state of the economy was
misconstrued comes rather from qualitative, more
contemporary accounts (Friedman and Schwartz
1963; Lewis 1962).

Note first that the 1958 recession had been rela-
tively deep and that the recovery had not progressed
far--for example, producers’ durable equipment did
not regain its earlier peaks during the 1950s.
Throughout 1959, the unemployment rate held above
5 percent, a relatively high level for that time.

The underlying strength of the economy was
obscured by the effects of the steel strike from July 15
to November 7, 1959, including the anticipatory
buildup to it as well as the subsequent rebound from
it. "It was widely believed that the drop [in activity
attributable to the strike] was purely temporary and

that, once the strike was settled, economic activity
would continue at something like the vigorous pace it
had displayed in 1958 and 1959." (Friedman and
Schwartz 1963, p. 618) Thus, "Private forecasts at
the end of 1959 and in early 1960 consistently pic-
tured rising levels of economic activity during 1960."
(Lewis 1962, po 241) Even after it had begun, "The
recession received little public discussion during the
summer and fall of 1960. It was conspicuously ig-
nored in public statements by presidential candidates
of both parties, until late in the campaign, as well as
by the incumbent administration ...." (Lewis 1962,
p. 243)

In view of this inability to recognize, let alone
anticipate, the 1960-61 recession, it is not surprising
that the focus of macroeconomic policy was inflation.
Yet, in stark contrast to the acceleration of inflation
that preceded the 1957-58 recession, the inflation rate
held fairly steady throughout the brief 1958-60 ex-
pansion. The 12-month change in the CPI did in-
crease from 0.1 percent in April 1959 to 1.9 percent in
April 1960, but the corresponding rate excluding food
and energy held constant at about 2 percent through-
out that period. Nevertheless, despite the relatively

8 JanuarylFebruary 1992 New England Economic Review



stable inflation rate, both fiscal and monetary policy
switched from highly expansionary in 1958 to restric-
tive in 1959.

Lewis describes in detail the "sharp tightening of
budget policy in fiscal 1960," consisting of both
expenditure cuts and tax increases (1962, pp. 240-
241). In 1959, short-term rates rose to their highest
levels since 1929. Friedman and Schwartz attribute
this "sharp reversal" of monetary policy to three
factors: first, the brevity of the 1957-58 recession and
the vigor of the early recovery; second, concerns
about the outflow of gold in 1958; and "third, retro-
spective examination of its earlier policy persuaded
the [Federal] Reserve System that it had erred during
the 1954-57 expansion by continuing ’ease’ for too
long; that, while an easy-money policy was justified
in 1954 and perhaps early 1955, the System should
have taken severely restrictive measures in mid 1955
at the latest. It was determined not to repeat the
error." (1963, pp. 617-618) Thus, an acceleration of
inflation in the mid ’50s may have been the source of
two recessions, the 1957-58 recession born of the
necessity to roll back an actual acceleration in infla-
tion, and the 1960-61 recession born out of fear of
having to repeat that experience.

The 1970 Recession: Guns, Butter, and a Strike

The late 1960s present a classic example of an
excess demand inflation. Prior to the 1970 recession,
the unemployment rate had been below 4 percent for
four years and below 3.5 percent from September
1968 through May 1969. This rate was lower than any
serious estimate of "full" employment, particularly in
light of the rapid influx of young and inexperienced
workers. With aggregate demand overtaxing the
economy’s productive capacity, the inflation rate (as
measured by the 12-month change in the CPI exclud-
ing food and energy) accelerated slowly but steadily
from 1.2 percent in 1965 to 6.0 percent at the Decem-
ber 1969 cyclical peak.

The 1968 income tax surcharge and suspension
of the investment tax credit had not succeeded in
arresting the acceleration of inflation. The federal
funds rate, below 4 percent in 1967, was gradually
increased to its peak level of 9.2 percent in August
1969.

The 1970 recession unfolded in two fairly distinct
phases--an initial, fairly mild downturn in activity
until September and a second leg associated with the
68-day strike at General Motors from September 15 to
November 23, 1970. Owing to the strike, the cycle

reached a clear trough in November, but it is virtually
impossible to guess exactly when the trough would
have been if no strike had occurred.

The unusual 1970 recession illustrates clearly
why real GNP is not a sufficient statistic for measur-
ing recessions and expansions. One issue is the
distinction between business cycle turning points
(the reference cycle) and the high and low values
of an individual economic time series (its specific
cycle). The high and low of real GNP (or any other
series) are not necessarily the cycle peak and trough.
In addition, both the magnitude and the timing of
changes in real GNP in the 1970 recession depend
greatly on which version of the data is used (or more
precisely, which benchmarking or base year’s weights
are used).

Both these points are illustrated in Table 3. All
versions of the data show real GNP reached a local
maximum in 1969:III (the quarter before the business
cycle peak in December 1969). The contemporaneous
data, with 1958-base weights, show real GNP declin-
ing in 1969:IV and 1970:I, rising in 1970:II and III, and
falling in 1970:IV, a decline attributable entirely to the
strike. These data suggest a 1.4 percent decline in real
GNP, followed by an expansion starting in the spring
of 1970, interrupted by an auto strike. When the
GNP accounts were rebenchmarked using 1972-base
weights, the recession appears far milder, a I percent
decline from 1969:III to 1970:I and only a 0.1 percent
decline over the business cycle. The next rebench-
marking, using 1982 weights, was the first to show a
decline in 1970:II; this version of the data also shows
a small (1.1 percent) decline from 1969:IV to 1970:II
and a trivial (0.4 percent) decline between the cyclical
peak and trough quarters. Using the official NBER
turning point dates, the 1970 recession would appear
to be solely a reflection of the GM strike. But all
versions of the data confirm a minor (1 to 1.4) percent
decline in real GNP from 1969:III to some time in the
first half of 1970, an increase in real GNP in 1970:III,
and a strike-induced decline in 1970:IV and rebound
in 1971:I.

In light of the difficulty in measuring even retro-
spectively what actually happened in 1970, it is
hardly surprising that economic forecasters had dif-
ficulty predicting the 1970 recession. Before the peak,
none of the median forecasts of real GNP from the
ASA!NBER survey showed any declines in real GNP.
The forecasts released in December 1969 and Febru-
ary 1970 showed small declines in 1969:IV but an
increase in 1970:I, certainly not a recession call. It was
not until the May 1970 survey that the median fore-

Janum~y/Februmy 1992 New England Economic Review 9



Table 3
The 1970 Recession, Using Various Base Year Weights

Real GNP Real GNP
(1958 Weights) (1972 Weights)

High                                    1969:111 1969:111

Real ~NP Real GNP
(1982 Weights) (1987 Weights)

1969:111 1969:111

Low 1970:1V 1970:1 1970:11 1970:11

Specific Cycle
(% Change, High to Low)                -1.4 -1.0 -1.1 -.9

Business Cycle
(% Change, 1969:1V to 1970:1V) -.8 -.1 -.4 -.2

Change from Previous Quarter
(% Change, Annual Rate)

1969: IV -2.2 -2.3 - 1.6 - 1.0

1970:1 -2.1 -1.5 -2.4 -1.1

1970:11 .5 .6 -.4 -1.7

1970:111 2.9 3.9 5.0 5.2

1970: IV -4.3 -3.1 -3.6 -3.1

Source: Data in 19585 were taken from the U.S. Bureau of Economic Analysis, 1973, Survey of Current Business, July; data in 19725 were taken
from U.S. Bureau of Economic Analysis, 1981, The National Income and Product Accounts of the United States, 1929-76: Statistical Tables,
September; data in 19825 were taken from U.S. Bureau of Economic Analysis, 1986, The National Income and Product Accounts of the United
States, 1929-82: Statistical Tables, September; 19875, U.S. Bureau of Economic Analysis.

cast anticipated two small quarterly declines in real
GNP.

These forecasts were much more successful,
however, in anticipating the increase in the unem-
ployment rate. Since the first survey in late 1968, the
median forecast had anticipated small increases in
unemployment. In the December 1969 survey, the
median forecast foresaw sizable increases in the un-
employment rate in the first half of 1970. All postwar
cyclical turning points have occurred in the quarter
prior to "sizable" changes in the unemployment rate
(McNees 1987, Table 1, p. 33). Based on this criterion
for predicting a recession, the median forecast re-
leased in December 1969 correctly anticipated the
1970 recession just as it began.

The 1973-75 Recession: Decontrol and Oil Inflation

As noted earlier, the 1973-75 recession produced
the largest decline in economic activity in the postwar
period. The recession was preceded by a sharp in-
crease in inflation in 1973 (Figure 3). The year opened
with a phased dismantling of the wage and price
controls that had been in effect since August 1971. In
addition, most industrialized countries were experi-

encing a synchronous boom which, along with a
large sale of U.So grain to the Soviet Union, generated
a worldwide explosion in commodities prices (Bos-
worth and Lawrence 1982). The inflation rate, as
measured by the 12-month change in the overall CPI,
rose from 3.4 percent in 1972 to 7.4 percent in
September 1973. Over the same period, the federal
funds rate increased even more sharply, from less
than 5 percent to 10.8 percent (Figure 4). The out-
break of the Yom Kippur War on October 6, 1973
resulted in an embargo on oil shipments from the
Middle East and a quadrupling of the price of im-
ported oil. Analysts at the time understood this as an
aggregate supply shift that would raise the price level
and lower the pace of economic activity, but were
uncertain of the magnitude and timing of these
changes.

Like the previous recession, the 1973-75 reces-
sion can be divided into two fairly distinct phases: the
first phase, the 10-month period from the peak until
September 1974, during which employment contin-
ued to grow, industrial production declined only
slightly, and the unemployment rate remained below
6 percent, was at the time dubbed an "energy
spasm." The phrase was used to dismiss the idea that
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Figure 3

"Core" Inflation and Unemployment Rates, 1968 to 1991
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this episode was a genuine recession and call atten-
tion to the double-digit rate of inflation. The accep-
tance of this interpretation fostered a further increase
in short-term interest rates and culminated in the Whip
Inflation Now (WIN) conference in September 1974.

The second phase of the recession started in
September 1974 and lasted six months. In these six
months, employment dropped 2.7 percent, the un-
employment rate rose 2.7 percentage points, and
industrial production dropped 13 percent. Notwith-
standing this virtual collapse in economic activity,
inflation continued to rise. Thanks to a leveling-off in
energy prices, the CPI peaked at 12.2 percent in
November 1974 but the CPI excluding food and
energy did not peak until February 1975, one month
prior to the low point of the recession.

The 1980 Recession: Credit Controls

The 1980 recession was unusual in several re-
gards. First, it was the shortest (six months) recession
on record and in several respects the mildest of the
postwar period. It was preceded by the longest
peacetime expansion on record at that time, another
sharp increase in the price of imported oil following
the Iranian revolution, and a dramatic change in the
Federal Reserve’s operating procedures on October 6,
1979. Consequently, a recession had been widely
expected for at least a year before it actually began.
Despite its having been widely predicted, the reces-
sion was exacerbated by restrictive macroeconomic
policies, most notably the imposition of credit con-
trols on March 14, 1980.

The short, mild recession slowed inflation only
temporarily. It was followed by the shortest expan-
sion since 1919-20. This episode is thus the only
postwar example of a double-dip recession or "W-
shaped" business cycle. It is even plausible to view
the 1980 and 1981-82 recessions as a single episode of
subpar growth.

The inflation rate had accelerated steadily but
fairly slowly from 1976 to mid 1978. The revolution in
Iran led to cutbacks in oil production which, along
with the phased decontrol of domestic oil prices,
more than doubled the world price of oil. Rising
energy prices added directly about 2 1/4 percentage
points to the overall rate of consumer price inflation
in 1979, considerably more than they added during
the previous oil shock in 1974. By the fall of 1979,
consumer prices, excluding food and energy, were
again rising at double-digit rates and the foreign
exchange value of the dollar was plummeting.

During the acceleration of inflation, the federal
funds rate had risen gradually from 4.6 percent in
early 1977 to 11.4 percent in September 1979. In early
October, the Federal Reserve changed its operating
procedures in order to put more emphasis on the
monetary aggregates and permit greater changes in
the short-term money market conditions. The federal

The 1980 and 1981-82 recessions
provide the only postwar example

of a double-dip recession, and
can even be viewed as a

single episode.

funds rate rose to 14 percent in October, where it
stayed until March 1980.

Predictions of a mild recession were heard as
early as late 1978. When gas lines appeared and it
became clear that real GNP would decline over the
first half of 1979, the recession call became unani-
mous. All prior half-year declines in real GNP had
been associated with cyclical peaks. Nevertheless,
real GNP rose in the third quarter and inflation
continued to rise.

Virtually all forecasters continued to expect a
recession. In January 1980, the President’s Council of
Economic Advisers pointed to

a number of reasons for expecting a mild recession in the
first half of this year .... In most past periods of
economic recession both fiscal and monetary policy have
been eased significantly. At the present time, however,
recession is still only a forecast; it has not appeared in
overall measures of economic performance. Moreover
the economy has recently withstood recessionary pres-
sures far better than most analysts expected. These facts,
together with the seriousness of our inflation problem,
argue against an easing of policy at this time (Econo~nic
Report of the President, 1980, p. 66).

Indeed, the original budget proposal was quickly
replaced by a more restrictive budget, the federal
funds rate rose to 17.6 percent, and on March 14, 1980
credit controls were imposed.

The public reaction to credit controls was far
stronger than most contemporary analysts expected
based on a literal reading of the regulations. Perhaps
people thought use of credit was illegal or unpatri-
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otic, but for whatever reason, personal consumption
expenditures and final sales declined more rapidly in
1980:II than in any other quarter in the postwar
period. In response, the federal funds rate fell from
nearly 20 percent in late March and early April to
under 9 percent in early July, when the credit controls
program was terminated.

The 1981-82 Recession: Stubborn hlflation and the
Double-Dip

The 1981-82 recession can be interpreted as a
consequence of the continuing effort to reduce infla-
tion that started in 1979. Its severity also reflected
poor forecasts, which overestimated the short-term
efficacy of tax cuts and failed to foresee the collapse in
the income velocity of money.

The short 1980 recession only temporarily ar-
rested the acceleration of inflation. In the last four
months of 1980, consumer prices excluding food and
energy were again rising at double-digit rates. Ac-
cordingly, the federal funds rate rose from 9 percent
at the July 1980 trough to more than 19 percent, six
months into the recovery.

In 1981, monthly increases in consumer prices
temporarily receded but by summer, double-digit
annual rates had returned. About the same time,
several forecasters started to predict a short, mild
recession. They were relatively quick to recognize
that a recession had begun but far too optimistic
about its ultimate severity.

The 1981-82 recession lasted 16 months, the
same length as the 1973-75 recession. Unlike the
1973-74 experience, the decline was fairly steady:
payroll employment, industrial production, and the
coincident indicator index fell every month (except
February 1982) and the unemployment rate rose
every month (except August 1982) for nearly a year
and a half. The declines were concentrated in the
investment and export sectors, as personal consump-
tion and government purchases increased fairly rap-
idly (Table 2).

Short-term interest rates fell in the second half of
1981 and monetary growth accelerated sharply. This
easing of monetary policy, along with the recently
enacted tax cuts that became effective in October,
reinforced the expectation that the recession would
be mild. One of the four basic elements in the Reagan
Administration’s economic recovery program had
been a gradual but steady reduction in monetary
growth. Large increases in December 1981 and Janu-
ary 1982 had brought M1 well above the top of its

target range. "Consequently, the Federal Reserve
slowed the growth of nonborrowed reserves during
the first half of the year, with a view to gradually
bringing M1 and M2 back to their target ranges. By
June, M1 was within its target range, while M2
remained somewhat above the top of its range."
(Economic Report of the President, 1983, p. 139) Unfor-
tunately, this deceleration of money growth coin-
cided with the largest decline in the income velocity
of money on record under the current definition. The
sharp deceleration in nominal GNP exceeded the
median contemporaneous forecast by a huge 6 per-
centage points. After mid year, both the inflation rate
and the federal funds rate declined sharply and
money growth soared, thanks in part to the introduc-
tion of interest-bearing NOW and MMDA accounts.

IlL A Brief Overview of Post-
World War II Expansions

Table 4 provides a brief description of the post-
war economic expansions. In contrast to recessions,
whose durations have been fairly uniform with a
standard deviation of only 3.5 months, the duration
of expansions (column 1) has ranged from 12 months
to 106 months with a standard deviation of 33
months. It is not surprising, then, that the cumulative
change in real GNP over the course of expansions has
also varied widely--from a low of 3.3 percent in the
1980-81 expansion to an increase of more than 50
percent during the longest expansion in U.S. history,
which took place throughout most of the 1960s (col-
umn 5).

Despite the variety in their overall dimensions,
postwar expansions have been roughly similar in the
pace of economic growth, especially in their early
stages. The 1949:IV to 1953:II expansion, which in-
cluded the Korean War, was by far the fastest expan-
sion in the postwar period, even though it was fairly
normal in duration and cumulative change. Clearly
the weakest was the one-year expansion between the
1980 and the 1981-82 recessions, the only postwar
example of a double-dip recession or "W-shaped"
business cycle. Excluding these extreme cases, whose
abnormality is easy to understand, the average rate of
growth over the first two years of the remaining six
postwar expansions has been extremely uniform (col-
umn 3), ranging only from a low of 5.3 in 1954-57 to
a high of 5.9 in 1961-69. Slow growth in the first year
(such as in 1971) was followed by a pickup in the
second year of the expansion; rapid first-year growth
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Table 4

Business Cycle Expansions,
Expansion

Trough Peak
Quarter Quarter

1949:1V 1953:11 45

1954:11 1957:111 39

1958:11 1960:11 24

1961:1 1969:1V 106

1970: IV 1973: IV 36

1975:1 1980:1 58

1980:111 1981:111 12

1982:1V 1990:111 92

1949 to 1990
(1) (2) (3) (4) (5)

Duration Real GNP Growth, Annual Percent Rate Cumulative %
in months First Year First Two Years To Peak To Peak

14.5 9.6 7.5 28.8
8.3 5.3 3.9 13.2
9.2 5.6 5.6 11.4
7.6 5.9 4.8 50.2
4.7 5.8 5.3 16.7
6.7 5.5 4.4 24.3
3.3 n.a. 3.3 3.3
6.5 5.8 3.6 32.0

Average 52            7.6             6.2 4.8 22.5
Standard Deviation 33 3.4 1.5 1.4 14.7
Note: 1949, 1954, 1958 and 1961 expansions are in constant 1958 dollars.
1970 and 1975 expansions are in constanl 1972 dollars.
1980 and 1982 expansions are in constant 1982 dollars.
n.a. = not applicable
Source: U.S. Bureau of Economic Analysis: 1966, The National Income and Product Accounts of the United States 1929-65, Table 1.2; 1981, The
National Income and Product Accounts of the United States, 1929-76, Table 1.2: 1986, The National Income and Product Accounts of the United
States, 1929~2, Table 1.2; 1991, Survey of Current Business, August; and author’s calculations.

Table 5

Correlations of Recessions and Recoveries
Recession Expansion
Measure Measure

Real GNP GNP GNP1
GNP GNP2
GNP GNPT

Simple Rank Standard
Correlation Correlation Error

.03 .24 .40
-.34 -.75** .30
-.16 -.31 .39

Duration DUR GNP1 .07 -.02 .42
DUR GNP2 -.08 .06 .46
DUR GNPT .46 .65"" .32

Employment E
E
E

GNP1 .92 .83" .23
GNP2 .66 .21 .44
GNPT .16 .24 .40

E E1 .90 .95* .12
E E2 .81 .82** .26
E ET .11 .12 .41

Note: GNP is the percent change in real GNP from reference peak to trough; GNP1 from the trough to the first year of the expansion; GNP2 from
the trough to the second year of the expansion; GNPT from the trough to the next cyclical peak. DUR is the duration of the decline from reference
peak to trough in months. E is the percent change in payroll employment from reference peak to trough E1 from the trough to the first year of the
expansion; E2 from the trough to the second year of the expansion; ET from the trough to lhe next cyclical peak.
The 12-month 1980-81 expansion is excluded from GNP2 and E2.
"Significant at the .01 level.
"Significant at the .05 level.
Source: Author’s calculations.
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(such as occurred in the 1950s) has been followed
by a tapering down in the second year. The 1949-53
and 1980-81 experiences clearly illustrate, however,
that this uniform pattern is simply a regularity and
not an inevitability. An extraordinary source of de-
mand (such as was associated with the outbreak of
the Korean War) or an extraordinarily restrictive
policy (such as the successful attempt to combat
double-digit inflation in 1980-81) can alter the "nor-
mal" tendency for economic expansions to proceed
at a 51/2 to 6 percent annual rate during their first
two years.

The next two panels measure the severity of
recessions by the peak to trough decline in payroll
employment. The conventional view, that weak re-
cessions spawn weak expansions, receives partial
support only when the recession is proxied by em-
ployment declines. Employment declines during a
recession have been positively associated with real
growth during the first year, but not the first two
years, and not the total duration of the following
economic expansion. Employment declines are also
associated with employment growth during the first
year and first two years of the following expansion.
(See the right half of Figure 5.)

IV. Do Recessions Contain the Seeds of
Recoveries?

It has literally become a clich~ to say that the
recovery from the 1990-91 recession will be weak
because the preceding recession itself was mild. Table
5 shows that the history of postwar recessions and
recoveries provides little support for that alleged
relationship. Both the simple (numerical) and rank
(ordering) correlations show little relationship be-
tween the severity of recessions and the strength of
the first year, of the first two years, and of the total
length of the following expansion.

The top panel uses the percent decline in real
GNP as the measure of a recession’s severity; this
measure shows no correlation with the increase in
real GNP in the first year of the expansion, a small

History provides little support for
the clichd that a recovery will be
weak if the preceding recession

was mild.

negative relationship with the increase over the first
two years, and a negative, insignificant relationship
with the total increase in real GNP. (See also the left
half of Figure 5.)

The second panel of the table measures the
severity of the recession by its duration. The duration
of recession is also not associated with the subse-
quent expansion.

V. The 1990-91 Recession to Date

This section examines the recession that began in
1990. Because the trough date has not been desig-
nated, this description must be less a definitive
history than a tentative forecast. Most of the eco-
nomic series that measure economic activity reached
at least local low points in the first half of 1991.
Because a recession is defined as a period of declining
economic activity, it is difficult to resist declaring that
the recession has ended. Yet, most postwar reces-
sions have been interrupted by one quarter of posi-
tive growth, although none by two consecutive quar-
ters. The changes in economic activity to date have
been so small--and so unlike the early stage of
previous expansions~that they probably would not
qualify as an economic expansion if economic activity
were now to start to decline. In that event, a descrip-
tion of what would be the longest recession in the
postwar period must await the evolution of its second
phase. Any attempt to categorize this recession this
early must necessarily assume that it has ended. This
account is, therefore, subject to future revision.

Based on the assumption that economic activity
continues to rise, the 1990-91 recession was clearly
one of the mildest, though probably not the mildest,
in the postwar era. Owing to slower growth in the
working-age population and declines in the partici-
pation rate, the increase in the unemployment rate
has been smaller than in any previous postwar re-
cession. This relative mildness of the recession seems
to run counter to fears that have been raised about
the fragility of the financial system, the massive debt
overhang, the wave of restructuring, and the record
collapse in consumer confidence. These issues may
yet emerge during the recovery or in the next
recession.
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Figure 5 Real GNP and Payroll Employment during
Recessions and Expansions
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One reason that the current state of the economy
is perceived to be worse than it appears when com-
pared to previous recessions may be that the 1990-91
recession was preceded by a long period of slow
growth. The Center for International Business Cycle
Research at Columbia University has designated Feb-
ruary 1989 as the start of a period of "below-trend"
increases in economic activity--the onset of a
"growth recession" (Table 6 and Moore 1983, Ch. 5,
pp. 61-64). This designation is consistent with the
fact that nonfarm business productivity peaked at the
end of 1988. Thus, the mild recession was preceded
by 17 months of substandard growth, the longest of
any postwar recession.

The first concerns about the longevity of the
economic expansion that began in November 1982
arose after the 30 percent drop in stock prices on
October 19, 1987. Such precipitous declines had often
preceded periods of slower economic growth, if not
actual recessions (Peek and Rosengren 1988). Despite
those concerns, most analysts correctly anticipated
that economic growth would remain strong in 1988.
(Real GNP did slow down from its rapid 5.4 percent
rate in 1987 but the decline was in large part due to
the serious drought in 1988, which was presumably
unrelated to the collapse of equity prices.) During
1988, nonfarm production grew 3.3 percent and the
unemployment rate declined from 6 percent in Octo-
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Table 6
Business Cycle Expansions and Contractions and High- and Low-Growth Phases,
1948 to 1990

Business Cycle Growth Cycle
Reference Dates Duration in Months Reference Dates

Contraction
Trough Peak (T from Expansion

(T) (P) Previous P) (T to P)
(1) (2) (3) (4)

Nov. 1948
Oct. 1949 11

Duration in Months

Low-Growth
Phase       High-Growth

Upturn Downturn (U from Phase
(U) (D) Previous D) (U to Next D)
(5) (6) (7) (8)

July 1948
Oct. 1949 Mar. 1951 15 17
July 1952 Mar. 1953 16 8
Aug. 1954 Feb. 1957 17 30
Apr. 1958 Feb. 1960 14 22
Feb. 1961 May 1962 12 15
Oct. 1964 Jun. 1966 29 20

July 1953 45
May 1954 Aug. 1957 10 39
Apr. 1958 Apr. 1960 8 24
Feb. 1961 10

Dec. 1969 106 Oct. 1967 Mar. 1969 16 17
Nov. 1970 Nov. 1973 11 36 Nov. 1970 Mar. 1973 20 28
Mar. 1975 Jan, 1980 16 58 Mar. 1975 Dec. 1978 24 45
July 1980 July 1981 6 12
Nov. 1982 16 Dec. 1982 Jun. 1984 48 18

July 1990 92 Jan. 1987 Feb. 1989 31 25
Average 11 52 22 22
Standard deviation 3.5 32.5 10.6 9.8
Source: National Bureau of Economic Research, Inc. and the Center for Inlernational Business Cycle Research.

ber 1987 to 5.3 percent a year later. The economy was
clearly running close to, if not beyond, its full pro-
ductive capacity.

Slower real growth did materialize in 1989 along
with fears that the slowdown would turn into a "hard
landing" (that is, a recession). Despite an evident
deceleration, real economic activity did increase fast
enough to hold the unemployment rate below 5.5
percent until the cyclical peak in July 1990. This
combination of small but positive real growth and
steady unemployment was heralded as the achieve-
ment of a "soft landing."

The term "soft landing," however, had taken on
the connotation not only of sustainable, positive
growth but also of a deceleration of inflation. Unfor-
tunately, starting in late 1989, the "core" rate of
inflation started to accelerate: the 12-month change
rose fairly steadily from the 4 to 4 1/2 percent range,
where it had stayed through much of the 1980s, to 5.1
percent in the year ending in July 1990, while the
more volatile three-month rate rose sharply from 3.8

percent in September 1989 to 6.5 percent in March
1990.

Recent recessions have generally been preceded
by a sharp acceleration of inflation and followed by a
sharp deceleration (Figure 3). This pattern is not as
universal as is commonly thought, as is clear from
Figure 1. The rate of inflation was clearly decelerating
in the year before the 1948-49 and the 1953-54 reces-
sions and fairly stable prior to the 1960-61 recession.
The 1957-58 recession was the only early postwar
recession immediately preceded by accelerating infla-
tion. The 1990-91 recession falls roughly in the mid-
dle, relative to prior postwar experience: the acceler-
ation of inflation prior to the cyclical peak was not
nearly so pronounced as before the peaks in 1957,
1973, and 1980, though obviously much different
from the decelerations in the year before the 1948 and
the 1953 peaks. The experience mirrored the gradual
yet distinct increases in the inflation rate that pre-
ceded the relatively mild recessions of 1960-61 and
1969-70 (Table 7).
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Figure 6

Changes in Real GNP Before and
After July ’90 Data Revision, and

the Unemployment Rate
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In late July 1990, the other leg of the "soft
landing" scenario was also called into question. In-
stead of expanding at a 2.2 percent annual rate,
enough to hold the unemployment rate steady, re-
vised data showed that real GNP had grown only 1
percent at an annual rate in the second quarter and
had been growing at 1 1/2 percent or less for five
consecutive quarters. These downward revisions cast
the "soft landing" and its sustainability in an entirely
new light. Instead of converging toward roughly the
growth of productive capacity, the deceleration of
economic growth had been sharper (Figure 6). Some
new source of strength would have to emerge to
break the deceleration momentum.

Rising inflation, weakening real growth, and the
threat of war in the Persian Gulf combined to gener-
ate a precipitous drop in consumer sentiment--the
University of Michigan’s index dropped an unprece-
dented 32 percent from its April peak to its October
low. This drop, along with sharp increases in gaso-
line prices, brought about sharp declines in auto
production. From 1990:III to 1991:I, the production of
autos and light trucks dropped 28 percent, or nearly
$50 billion in 1982 dollars, nearly as much as the
decline in real GNP over the entire 1990-91 recession.

Table 7
Inflation and Changes in Inflation Rate Near Cyclical Peaks

Change in
CPI, 12-Month 12-Month Rate CPI, 3-Month

Peak Date % Change from Year Earlier % Change
Nov. 1948 4.8 -3.7 -4.3
July 1953 .4 -2,6 1.5
Aug. 1957 3.5 1,3 4.1
Apr. 1960 2.0 ,3 1.3
Dec. 1969 5.9 .8 5.2
Nov. 1973 4.7 1.9 7.2
Jan. 1980 12.0 3,4 15.4
July 1981 11.1 -1.2 13.5
July I990 5.1 .6 5.2

Average of Nine
Recessions 5.5 .1

Standard Deviation 3.8 2.2
Note: CPI prior to 1960; CPI excluding food and energy thereafter.
Source: U.S. Bureau of Labor Statistics.

Change in
3-Mo. Rate from
3 Months Earlier

-11.5
.8

1.2
0

-1.2
3.6
3.2
5.8

-1.0

Change in
3-Mo. Rate from

12 Months
Earlier
-16.7
-1.9

0

6.3
7.4
6.8
.7

5.5 .1 ,2
6.1 4.9 7.3
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Although the record drop in consumer sentiment
did not portend a severe recession by postwar stan-
dards, it was associated with a disproportionate de-
cline in personal consumption expenditures. As
noted in Table 2, consumption expenditures had
increased 0.7 percent on average in previous postwar
recessions. The largest previous drop had been the
1.0 percent decline in 1980, which was also associated
with a large deterioration in measures of consumer
sentiment. Relative to the decline in real GNP during
the 1990-91 recession, the 0.9 percent decline in total
consumption expenditures was disproportionately
large. This abnormally large decline in consumption
was offset by stronger than normal performances in
exports, federal purchases, and producers’ durable
equipment. The 0.3 percent decline in final sales from
1990:III to 1991:II was close to the average of postwar
recessions. The 1990-91 recession was milder than
average, mainly because the inventory cycle was
more muted than in most previous postwar reces-
sions.

VI. Forecasting the Timing and Severity of
the 1990-91 Recession

At the time of the July 1990 peak, few of the
normal signs of a recession were visible. A substantial
increase in the May index of leading indicators had
been announced in late June; the first decline in the
index for the month of August was not reported until
late September. Similarly, stock prices reached new
highs in mid July and did not decline precipitously
until after Iraq’s invasion of Kuwait (Table 8). Thus, it
is not surprising that, in an early July Wall Street
Journal roundup, only two of 40 forecasters antici-
pated a decline in real GNP: one predicted a very
mild, "borderline" recession at worst, a 0.7 percent
decline in the second half of 1990 followed by a 1.0
percent increase in the first half of 1991. The only
clear recession call was made by a forecaster who had
been expecting a recession ever since the 1987 stock
market crash.

A primary reason for the belated recognition of
the 1990-91 recession was the unusual behavior of
financial variables. Watson (1991) attributes the fail-
ure of NBER’s Experimental Recession Index to an-
ticipate the recession to the perverse behavior of the
financial variables in the Index, arguing that real
indicators "behaved qualitatively as they had in ear-
lier recessions." (pp. 21-22) The same observation
can be made about the behavior of short-term interest

Table 8
Precursors of Peaks

Peak Date

Nov. 1948
July 1953
Aug. 1957
Apr. 1960
Dec. 1969
Nov. 1973
Jan. 1980
July 1981
Mean of Eight Prior

Recessions
Standard Deviation
Current Recession

July 1990
Mean of Nine Prior

Recessions
Standard Deviation

Lead Time (months)

Peak in Index of
Down- Short Leading
turn Ratea Indicators S&P500
-4 +2 -5 -5
-4 -3 -5 -6
-6 +2 -20 -13
-2 -4 -10 -9
-9 -4 -8 -12
-8 +8 -8 -10

-13 +3 -15 NST
n.a. -1 -8 -8

-7 ,4 -10 -9
4 4 5 3

-17 -16 0 -1

-8 -1 -9 -8
5 7 6 4

aThe shod rate is defined as the rate on 90-Day Treasury bills through
196I and the effective rate on federal funds thereafter.
NST = no specific turning point.
n.a. = not applicable.
Source: Board of Governors of the Federal Reserve System; Standard
& Poor’s Corporation; U.S. Bureau of Economic Analysis.

rates. Short-term interest rates are considered a
roughly coincident indicator--they generally rise, of-
ten sharply, prior to cyclical peaks and typically fall
once the recession has begun. Two clear exceptions--
the increases in short-term rates during the 1973-75
and 1981-82 recessions--occurred in the midst of the
longest, most severe recessions in the postwar period
(Figure 4).

The period leading up to the 1990-91 recession
was a clear exception to previous postwar experience.
Whereas the average lead time had been only one
month and the longest prior lead time only four
months (in 1960 and 1969), short-term interest rates
peaked in the spring of 1989, 16 months before the
business cycle peak. Prior to the 1990-91 recession,
analysts could have correctly reasoned that no postwar
recession had ever occurred after an extended period of
declining short-term interest rates. It would seem a
mistake to attribute the 1990-91 recession to rising
interest rates; the proximate cause seems more likely to
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lie elsewhere. Even though a sharper decline in rates
might have offset that unidentified "causal" factor, it
is difficult to imagine that a much larger decline
would have been feasible at the time, in the environ-
ment of low unemployment and rising inflation.

A follow-up survey of 34 of these same forecast-
ers was conducted in August 1990, after the down-
ward revision of the path of real GNP, the release of
the actual data for 1990:II, and the invasion of Ku-
wait. Although the August forecasts were distinctly
more pessimistic than those one month earlier--the
average forecast for the second half of 1990 was
revised down 1.3 percentage points to 0.3 percent
and that for the first half of 1991 down 0.8 percentage
points to 1.0 percent--two-thirds of the forecasters
still expected real GNP to rise in both periods. Four
did expect a brief, mild recession in 1990 but a
resumption of growth in 1991; four others expected
small but positive growth in the second half of 1990
followed by a decline in the first half of 1991; three
expected negative growth in both periods. Of the
nine forecasters who expected negative growth dur-
ing the next year, all but one expected the decline in
real GNP to be less than the actual decline of 0.9
percent (in 1982 dollars). It was not until their Octo-
ber forecasts that a clear majority of the eight prom-
inent forecasters surveyed monthly in the Conference
Board’s Econo~nic Times anticipated the correct con-
tours of the 1990-91 recession.

Although forecasters took longer to recognize
that a recession had begun than in 1973 or 1981, and
far longer than in 1980, they were much more accu-
rate in gauging its severity and duration, if this
recession did end in the spring of 1991, as has been
assumed here. With the possible exception of the
1980 recession, forecasts made near the peak tend to
underestimate its severity. The underestimation of
the 1990-91 recession was trivial, however, especially
when compared to forecasts of the severe recessions
in 1973-75 and 1981-82.

VII. Summary and Conclusions

The recession that began in mid 1990 and appar-
ently ended in the spring of 1991 was milder than the
average recession since World War II. The declines in
production and employment were only about half as
large as "normal"; the increase in the unemployment
rate was the smallest in any postwar recession. The
relatively small decline was due to a damped inven-
tory cycle, as final sales fell by roughly an average

amount. The declines were disproportionately con-
centrated in consumption of nondurable goods, the
production of automobiles and light trucks, and the
construction sector.

Perhaps the most unusual feature of the 1990-91
recession is the periods of slow growth both before
and after the recession itself. A slowdown began a
year and a half before the recession began. Real
growth in the year prior to any postwar recession has

Perhaps the most unusual feature
of the 1990-91 recession is the

periods of slow growth both before
and after the recession itself.

never been lower than the 1.3 percent prior to the
1990-91 recession (Table 9). At the time, the slow-
down was disguised by continuing employment
growth--the level of nonfarm productivity had
peaked in late 1988---and by the preliminary GNP
data, which understated the degree of slowdown
eventually revealed in the July 1990 revisions. This
period of slow growth may have been attributable in
part to the economy’s operating at, or beyond, its
productive capacity; the unemployment rate held
below most estimates of "full employment" and the
rate of inflation was slowly but steadily accelerating.

During this period, the index of leading indica-
tors and stock prices were rising and short-term
interest rates were generally declining. These were all
highly unusual precursors for a recession. Conse-
quently, even after Iraq had invaded Kuwait in early
August, the majority of economic forecasters did not
expect a recession. By the fall, after the record drop in
consumer sentiment, most forecasters expected a
mild recession, one of roughly the order of magni-
tude that did occur.

It is still too soon to write the history of the 1990
recession, let alone of even the early stages of the
subsequent expansion. If the recession ended in the
spring of 1991, the early recovery has been far weaker
than previous recoveries. In other recoveries, eco-
nomic activity has started to increase rapidly at about
the same time that the recession ended (except for the
expansion that began in 1954, when the lag was only
a few months). In contrast, most of the monthly
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Table 9
Real GNP and Its Components: Percentage Change from One Year Prior to Peaks

48:4 53:2 57:3 60:2 69:4 __73:4 80:1 81:3 Average of 90:3
47:4 52:2 56:3 59:2 68:4 72:4 79:1 80:3 Eight Prior 89:3

(585) (585) (585) (585) (725) (725) (825) (825) Recessions (875)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

GNP 4.5 6.9 2.4 2.0 1.3 4.2 1.6 3.3 3.3 1.3
Change in Business Inventories .7 1.6 -.3 -1.2 -.1 1.1 -.7 2.0 .4 -.1
Final Sales 3.8 5.3 2.7 3.2 1.4 3.1 2.3 1.3 2.9 1.4
Personal Consumption Expenditures 2.7 5.6 3.0 3.5 3.0 1.3 .9 1.8 2.7 1.2

Durable Goods 0 15.0 2.0 2.9 1.0 -.3 -3.1 5.3 2.8 -3.1
Nondurable Goods 1.7 4.0 3.1 2.9 2.0 -.3 .2 .6 1.8 .2
Services 4.9 4.7 3.3 4.5 4.6 3.5 2.5 1.8 3.7 3.0

Residential Fixed Investment -8.7 5.3 -9.1 -13.4 -8.0 -12.6 -11.3 -3.5 -7.7 -9.9
Business Fixed Investment 5.5 2.0 0 7.4 4.5 10.6 3.6 8.7 5.3 2.0

Equipment 3.2 -2.3 2.1 8.5 4.8 13.2 -1.3 5.4 4.2 2.5
Structures I2.3 9.6 -3.2 6.2 4.1 6.0 14.3 14.6 8.0 .9

Total Government Purchases 25.8 8.9 5.7 -.4 -2.3 1.7 1.8 1.5 5.3 2.2
Federal Government 45.2 12.0 5.3 -3.0 -5.8 -1.8 2.9 5.8 7.6 -.7
State and Local Government 8.4 1.7 6.2 2.8 1.0 4.0 1.1 -1.4 3.0 4.3

Net Exports -1.6 -.8 .1 1.0 .1 1.5 1.5 -1.1 .1 .4
Exports -15.1 -2.2 3.6 19.6 9.6 24.1 17.2 2.0 7.3 4.5
Imports 11.1 18.1 1.5 -.4 8.8 2.0 3.0 12.7 7.1 1.4

Auto Production 10.7 41.7 25.9 2.9 -10.3 -6.3 -21.3 16,9 7.5 6.1
Note: The change in business inventories is the difference between the change in real GNP and the change in final sales.
n.a. = not available.
Source: See Table 2.

measures of economic-activity, such as payroll em-
ployment, have increased very little since their de-
cline ended in the spring of 1991. The composite
indexes of both leading and coincident indicators
have increased far less at this stage of the cycle than

in all earlier expansions. The most unusual feature of
the 1990-91 recession may well be that it was both
preceded and followed by periods of subpar growth,
so that the "growth recession" that began in early
1989 has persisted for nearly three years.
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W~hen the New England economy first started to slow in 1988, a
few prescient individuals would occasionally raise the possi-
bility of the region going the way of Texas, which was

suffering a serious economic downturn and a real estate bust at the time.
Such an outcome seemed most unlikely, however, even to pessimistic
prognosticators. The Texas experience was unusual. The decline in the
Texas economy and the associated collapse of the real estate market
were precipitated by an adverse economic shock, falling oil prices, on an
undiversified state economy. New England had suffered nothing com-
parable. Its economy was diversified. Moreover, in real estate, what
goes up does not always come down. California had experienced a real
estate boom in the late 1970s that had driven housing prices to
remarkable levels; But while the recessions of the early 1980s caused
prices to level off, no bust occurred.

Today New England looks more and more like Texas. Real estate
woes have been devastating and, in terms of job loss, the overall
regional decline surpasses the Texas downturn in severity. Why were
the New England and Texas booms in real estate followed by busts,
whereas the California boom was not? Where were the signs of
problems ahead? What lesson might New England have learned from
the Texas experience, had closer attention been paid? And what lessons
might other parts of the country learn from the common difficulties of
these two very different areas? These questions are particularly relevant
now, as some are starting to ask whether other parts of the country,
including California, might be going the way of New England.

Part I provides an overview of the economic and real estate booms
and busts in New England. Part II compares construction and real estate
activity in New England with that in Texas in the mid 1980s. Part III
examines the composition of employment growth and its significance
for the health of real estate markets. The experience of New England
and Texas is compared with California’s in the late 1970s and early



1980s. Part IV concludes that early signs of overbuild-
ing are far from obvious. Those concerned about
potential excesses should not place much reliance on
low vacancy rates or high home sales but instead
should focus on whether construction activity seems
consistent with developments in other sectors of the
economy.

I. Boom and Bust in New England
New England has suffered a striking change of

fortunes. In the late 1980s, the region’s prosperity
was the envy of the country. The regional unemploy-
ment rate fell to 3 percent in 1988. Per capita income
reached 123 percent of the national average, up from
106 percent in 1980. Since then, however, it has been
all downhill. Total employment fell 2.4 percent be-
tween 1988 and 1990 and more timely data on nona-
gricultural payroll employment show a further de-
crease of 4 percent between mid-1990 and mid-1991.1
By the summer of 1991, the New England unemploy-
ment rate had risen to 8 percent, and would have
been even higher had the number of people seeking
employment not declined. Nominal income growth
was barely positive; per capita income was down to
118 percent of the national average and likely to fall
further.

Construction and real estate played a major role
in New England’s rise and also in its fall. Employ-
ment in these two industries rose by 50 percent
between 1984 and 1988. Construction employment
then fell 15 percent between 1988 and 1990; real estate
employment dropped 6 percent. Although they are
relatively small industries, making up less than 7
percent of overall New England employment in 1984,
the number of jobs added in construction and real
estate during the mid 1980s accounted for roughly 25
percent of the region’s overall job growth; and the
subsequent employment losses in these industries
represented almost 50 percent of the overall job loss
between 1988 and 1990.2

The rapid expansion in construction employ-
ment was the result of a tremendous surge in home-
building, coupled with strong growth in nonresiden-
tial building. The upper panel of Figure 1 shows the
growth in the value of privately owned residential
and nonresidential construction, deflated by the U.S.
Consumer Price Index. Because rising land and con-
struction costs caused New England property values
to rise faster than prices generally in the mid 1980s,
these deflated series should be interpreted as an

Figure 1
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Source: National Association of Realtors; U.S. Bureau of the
Census; EW. Dodge- McGraw Hill
Note: 1990 Home sales have been adjusted for missing value
for Maine and construction contract award amounts have
been deflated by U.S. CPI.

~ Annual data on total employment were obtained on tape
from the U.S. Bureau of Economic Analysis, Regional Economic
Measurement Division. Monthly data on nonagricultural payroll
employment are from the U.S. Bureau of Labor Statistics.

2 Some industries, notably various services industries, contin-
ued to grow between 1988 and 1990. Thus, the job losses in
shrinking industries total more than the net loss in overall employ-
ment. The employment reductions in construction and real estate
represented almost 50 percent of the net loss of jobs.
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Table 1
Median Sales Price of Existing Single-Fa~nily Homes, United States and Selected
Metropolitan Areas
Thousands of Dollars

1980 1981 1982 1983 1984 1985 1986 1987 1~88

United States 62.2 66.4 67.8 70.3 72.4 75.5 80.3 85.6 89.3

Boston n.a. n.a. 80.2 82.6 100.0 134.2 159.2 177.2
Hartford 72.9 81.4 82.9 81.2 87.4 99.6 129.0 157.4

Dallas n.a. n.a. 76.7 80.9 86.8 94.0 93.8 94.2
Houston 65.6 72.7 77.2 79.9 77.6 78.6 69.9 65.9

Los Angeles 104.9 111.4 119.6 118.9 121.6 125.2
San Francisco 110.2 121.6 128.0 133.7 134.1 145.1
n.a. = not available.
Source: National Association of Realtors, Home Sales Yearbook: 1990.

135.8 147.1
166.2 176.7

1989 1990
93.1 95.5

181.2 181.9 174.2
167.6 165.9 157.3

90.8 93.4 89.5
61.8 66.7 70.7

178.9 214.8 212.8
212.9 260.6 259.3

indication of the dollars flowing into construction
over and above what might be expected, given infla-
tion, rather than as a measure of physical units.

Although the numerous "for lease" signs cur-
rently adorning office buildings and retail outlets
throughout the region might suggest otherwise, it is
apparent from Figure 1 that the construction boom
was predominantly a housing phenomenon with
nonresidential building playing an important but
definitely secondary part.3

Home sales jumped in 1983 and continued to rise
at a rapid rate until 1987 (lower panel of Figure 1).
Although housing construction responded quickly
and strongly to the increased demand, new construc-
tion accounts for less than half of the homes sold in
any year--considerably less in most years--and the
increased supply was not sufficient to prevent a
runup in prices. As can be seen from Table 1, housing
prices in New England doubled between 1982 and
1988. In 1985 alone, Boston area prices increased by
one-third. 4

By 1987 the pace of construction activity began to
slow, even though the volume of sales remained very
high and housing prices continued to rise. Two years
later, however, sales were slowing, prices were
showing signs of weakness, and construction was
plummeting. Nonresidential building was also de-
clining.

Even with hindsight, the signals generated by
the New England real estate market do not seem to
have pointed to impending doom. Home sales did
not weaken until after housing construction had
started to slow. And when home sales did weaken,

they remained high by historic standards. Indeed,
they are still high today. Home prices were still rising
when construction started to fall off. And vacancy
rates for both rental and owner-occupied housing
were relatively low until the end of the decade
(Appendix Table A1).

The nonresidential real estate market is also
puzzling. Vacancy rates in New England’s major
office and industrial markets were not high in the mid
1980s compared to rates in the rest of the country
(Appendix Table A2). In particular, while office va-
cancy rates in New England had increased since the
early 1980s, they were not markedly different in
1988~at the end of the boom--from what they were
in 1984---at the start.

Where were the clues to New England’s down-
fall? What were the warning signals that might have
prompted an earlier and, therefore, milder curtail-
ment in construction and real estate activity? To shed

3 Given that housing accounted for the bulk of the construc-
tion spending in the 1980s, the question arises: why are financial
institutions’ problem loans dominated by commercial rather than
residential real estate? One possibility is that the boom and bust in
commercial real estate values was more extreme than the swings in
construction spending. Another is that owners of commercial
properties are more highly leveraged than homeowners and thus
more vulnerable to an economic downturn. Commercial proper-
ties are also less liquid. The differential nature of the risks associ-
ated with residential and nonresidential real estate lending war-
rants study.

4 These price figures are not standardized for quality and thus
may reflect a shift to larger, higher-quality homes as well as
increases in the price of a home of given quality. Ho~vever, the
public perception, supported by work by Case (1986), is that prices
rose very rapidly for properties of constant quality.
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Table 2
Employment in the Texas and New England Downturns
Thousands

Texas New England

% Change
1985 1987 1985-87 1988 1988 1990

Total Employment 8,547 8,340 -2.4 8,461 8,080 7,889
Construction 601 480 -20.1 462 500 423
Real Estate 303 287 -5.3 281 226 212

Note: More current data sources show that employmenl in New England continued Io tall in 1991.
Source: U.S. Bureau of Economic Analysis, Regional Measuremenl Division.

% Change
1988-90

-2.4
-15.4
-6.2

some light on what went wrong in New England, the
next two sections compare developments in New
England with those in Texas. What did these seem-
ingly different areas have in common that caused
both to experience such severe construction and real
estate difficulties?

II. New England and Texas Compared
The broad outlines of Texas’ economic and real

estate woes are well known. Oil prices, which had
soared in the 1970s, began to fall in 1982 and in 1986
they dropped by half. Oil and gas exploration and
development and related industries, which had been
a key engine of growth for the state, contracted.
Weakness rippled throughout the economy, trigger-
ing a collapse of the Texas real estate market. Stories
soon abounded of see-through office buildings and
falling home prices. Many of the banks and thrift
institutions that had financed the state’s rapid devel-
opment failed.

While the construction and real estate difficulties
of Texas were severe, they were no more severe than
those suffered by New England. And the overall
downturn was shorter-lived. Moreover, contrary to
popular belief, Texas’ experience, like that of New
England, suggests that the real estate market does
not give much warning before it sours. By the time
the most familiar indicators of health begin to look
jaundiced, corrective action is long overdue.

Both total employment and construction employ-
ment in Texas peaked in 1985. By 1987 construction
employment had fallen 20 percent and total employ-
ment 2.4 percent (Table 2). Of the net reduction in
total employment, construction, together with real
estate, accounted for two-thirds. Construction con-

tinued to decline over the next two years, although at
a much slower rate. Despite these losses, overall
employment started a slow recovery in 1988. Thus,
the downturn in Texas was shorter than the New
England decline, which was already two and one-half
years old in mid-1991.

Both residential and nonresidential construction
contracts plummeted in Texas; but as in New En-
gland, the housing bust started earlier and was even
more severe than the decline in nonresidential build-
ing. Construction of multi-unit housing quite literally
stopped. In 1983, 276,000 housing permits were is-
sued in Texas, 175,000 for units in structures with
more than one unit. The following year, 140,000
permits were issued for units in multi-unit structures,
in 1988 only 4,000 (out of a total of 40,000 permits).

That construction of multi-unit housing dried up
is not surprising. Referring to Appendix Table A1,
one sees that vacancy rates for rental housing in the
Houston area jumped from roughly 7 percent in 1981
and 1982 to 14 percent in 1983. Houston is the center
of Texas’ oil and gas industry, and it bore the initial
brunt of declining oil prices. By 1985 vacancy rates in
Houston had reached 18 percent and rates in Dallas
had climbed to double digits.

Although the rise in vacancy rates preceded the
downturn in housing permits, the lead time was
short. In 1982 vacancy rates were not especially
problematic. The next year they soared--just as new
housing construction hit its peak. Vacancy rates in
Texas were still around 10 percent in 1990. Even with
a virtual cessation of construction, Texas had not
grown into its stock of rental units after six years.

Until Texas’ difficulties, many people assumed
that housing prices could only increase. Now the
popular impression is that prices in Texas plum-
meted. In New England as well, prices are thought to
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have fallen sharply. However, the statistics on hous-
ing prices present a mixed picture. Housing prices
softened much more in some parts of Texas than
others. Prices fell first and most in Houston (Table 1).
Between 1985 and 1988 the median price of homes
sold in Houston dropped more than 20 percent. In
Dallas the decline came several years later and was a
much smaller 5 percent. This is similar to the situa-
tion in the Boston area. Prices in the Hartford area
have fallen a little more; but in both Hartford and
Boston the decreases are smaller than the public
perception.

Some of this discrepancy between the price sta-
tistics and the public’s perception may reflect shifts in
quality. Additionally, public perception may be
shaped by the prices at which properties are offered
rather than by the prices at which transactions occur.
It is clear, however, that changes in housing prices or
at least changes in price statistics are not a reliable
guide to when to cut back construction. As in New
England, prices in Texas weakened after construction
was being curtailed.

Prior to their decline, housing prices in Texas
were above national levels but not outrageously high.
While the median home price in the Boston area was
double the national median at the peak of New
England’s real estate boom, the median price in
Dallas was never more than 25 percent above the
national median during its boom years, never more
than 15 percent higher in Houston. As other areas

Until Texas’ difficulties, many
people assumed that housing
prices could only increase.

had similar or higher prices at the time, it is doubtful
that high prices were a key cause of the Texas
collapse. Higher prices may still be a source of vul-
nerability for other regions, including New England;
but Texas’ sufferings show that problems can arise
even when prices are unremarkable.

Although the eventual decline in home prices in
Texas would suggest that the housing market there
was "slow," the actual number of home sales re-
mained as high as it had been during the more
prosperous early 1980s. Of course, one must bear in
mind that the high interest rates of the early 1980s

had dampened home sales everywhere. (Unfortu-
nately the National Association of Realtors’ series on
sales by state begins in 1980, so one cannot make
comparisons with earlier years.) Nevertheless, given
other indicators of what was happening in Texas real
estate markets, one might have expected more of a
falloff in home sales. That home sales held up is
consistent with New England’s recent experience,
however. Although sales have fallen, they remain
high by historic experience. Perhaps a more appro-
priate characterization of the New England and Texas
housing markets than "slow" is that they are "buy-
ers’ markets," with more people wanting to sell than
buy. The accompanying box describes how a high
volume of home sales may not always be a sign of
health.

Looking at the pattern of home sales and hous-
ing prices in Texas in the early 1980s, most people
would not have seen--and did not see--that disaster
lay ahead. Home sales fell sharply from 1980 to 1982,
but no more sharply than sales nationwide. It would
not have been unreasonable to think that a return to
lower interest rates would remedy that problem.
Housing vacancies in the early 1980s were similar to
those elsewhere. Housing prices were not extraordi-
narily high, nor were they showing any weakness.

In the case of nonresidential construction and
real estate, Texans did have some warning. Referring
to Appendix Table A2, downtown office vacancy
rates had risen above the national average in both
Houston and Dallas by the end of 1983. Suburban
area vacancy rates were quite a bit higher.5 However,
nonresidential construction did not fall until 1986.

Table 3 summarizes the timing of the changes in
construction activity in New England and Texas and
in various real estate indicators. In both areas, new
residential construction was curtailed before or coin-
cident with the deterioration in most indicators of the
health of the housing market.6 Nonresidential con-
struction adjusted more slowly, possibly because so
much time and effort is involved in lining up fi-
nancing and arranging for permitting. Construction
employment also reacted slowly as work continued
on projects that were already underway. But the

s In December 1983 the suburban vacancy rate for Dallas was
27.9 percent and the rate for Houston was 34.0 percent, compared
to a national suburban average of 18.7 percent.

6 Presumably, some individual developers began to sense that
these areas were becoming overbuilt or began to encounter some
resistance in the marketplace and, therefore, started cutting back
even though the aggregate indicators remained favorable.
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Operation of the Housing Market

The experience of New England and Texas
suggests that in periods of severe economic dis-
tress housing sales will be stronger and prices will
be weaker than under more typical bad times.

The standard view of the housing market is
shown, in very simplified fashion, in the upper
panel of Figure 2. Increased demand (D1D1 to
DaD2) raises prices and increases the number of
sales transactions. A fall in demand (D2D2 to D3D3)
reduces transactions. Prices generally do not fall
because homeowners view the true value of their
homes as the value at the previous peak. Rather
than sell for anything less, they prefer to wait for
the market to strengthen. Accordingly, the supply
curve is horizontal at the most recent peak price
($2S12). This downward stickiness in prices causes
the reduction in sales to be greater than it would be
otherwise.

In truly difficult times, such as suffered by
Texas and New England, prices will not be so
sticky and sales may be stronger as a consequence.
Some homeowners may not have the luxury of
waiting for the good times to recur. They will be
willing to sell at prices below the last peak. In
addition, if economic pressures are severe enough,
the supply curve may even shift to the right (S1S1
to SIS3) as distressed homeowners offer their
homes for sale and move into rental housing or
leave the region. This rightward shift in supply
further reduces prices.

Figure 2
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bottom line is that the signs of overbuilding in New
England and, to some extent, in Texas were simply
not obvious--until after construction was already
being cut back.

If vacancy rates and prices do not provide clearly
discernible clues to the future, what about the vol-
ume of construction activity? Should it have been
clear that New England and Texas could not absorb
all the new homes and all the office and industrial

buildings and retail outlets that were being added?
Both Moscovitch (1990) and Sherwood-Call (1990)
have suggested that the share of employment en-
gaged in construction should be a warning signal.

Construction’s Share of Employment

Construction accounted for a larger fraction of
employment in New England than the nation for a
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Table 3
Timing of Changes in Construction Activity and Real Estate Indicators in New England
and Texas
New England
Construction Activity

Construction Employment
Housing Permits
Construction Contracts~eflated

Residential
Nonresidential

Real Estate Indicators
Median Sales Price--Existing Homesa

Boston
Hartford

Home Sales
Vacancy Rate--Rental Homesb

Boston
Hartford

Vacancy Rate--Homeownersb

Boston
Hartford

Office Vacancy Rate (downtown)~

Boston
Hartford

Industrial Vacancy Rate~

Boston
Hartford

1980 1981 1982 1983 1984 1985 1986 1987      1988     1989      1990

+ + + + + + + + + -- _
_ _ _ + + + + ....

_ _ _ + + + + + -- _ _
-- + -- + + + + + + -- _

n.a. n.a. n.a. + + + + + + = -
n.a. + + -- + + + + + -- --

n.a. - - + + + + + - - -

n.a. n,a. = _c =c _c +o _¢ =c =c +c
n.a. n.a. R.a. n.a. n.a. n.a. n.a. +c +c + +

n.a. n.a. _c =c _c =c =c +c _c =c =c
n.a. n.a. n.a. n.a, n.a. n.a. n.a. + = + -

Texas
Construction Activity

Construction Employment
Housing Permits
Construction Contracts--deflated

Residential
Nonresidential

Real Estate Indicators
Median Sales Price--Existing Homesa

Dallas
Houston

Home Sales
Vacancy Rate--Rental Homesb

Dallas
Houston

Vacancy Rate--Homeowners~
Dallas
Houston

Office Vacancy Rate (downtown)~

Dallas
Houston

Industrial Vacancy Rateb

n.a. +c +o _c +o _c _c _c +c =c +c
n.a. n.a. n.a. n.a. n,a. n.a, _c _c +c +c +

n.a. _c +c _c =c +c +c _c +c + +
n.a. n.a, n.a. n.a. n.a. n.a, n.a. - = + +

1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990

-- + + + + + .... +
-- + + + ..... + +

- + + + ..... + +
+ + - _ + + -- _ _ + -

+
+
+

+
+

+ + = = _ + --

+ + -- + + -- +

-- + + -- + -- _

+ + = + - _ _

= _ +

n.a. n.a, n.a,
+ + +

n.a. - -

n.a. n.a. _c
n.a. n.a. +

n.a. n.a. _c
n.a. n.a. +

n.a, =
n.a. =

+ + + + - _ +
+ - = + - _ _

÷
+

Dallas n.a. + - -
Houston n.a. + _c +

aChanges in housing prices of $1000 or less are classified as no change (=).
UChanges in vacancy rates of 0.2 percentage points or less are classified as no change (=).
CVacancy rate is below the national average.
n.a. = nol available.
Source: See lhe Appendix.

_c + + = + _ +

+ + + ....
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Figure 3

Construction as a Share of Employment
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Source: U.S. Bureau of Economic Analysis and author’s
calculations. See Table 4.

brief period during the mid 1980s. Texas’ share of
employment in construction was above the national
average throughout the late 1970s and early 1980s.
However, an area that is growing rapidly will have
more need for new homes and new office and in-
dustrial facilities than one that is growing more
slowly; and Texas grew rapidly in the late 1970s,
while New England’s employment growth in the
1980s was vigorous even though its population
growth was slow.

Figure 3 presents a simple attempt to gauge
whether the levels of construction activity in New
England and Texas were "excessive" before their
downturns. Using national data, a regression was
estimated relating the share of employment in con-
struction to mortgage rates, the previous year’s rates
of growth in employment and population, and a time
trend. The time trend was included to capture an
observed upward drift in construction’s share of
employment. The resulting equation is shown in
Table 4. Employment and population figures for New
England and Texas were then plugged into the equa-
tion to see what fraction of employment would have
been engaged in construction if the relationship be-
tween construction’s employment share and the
growth in population and overall employment were
the same in these areas as in the country as a whole.
These estimated shares are compared with actual
shares in Figure 3. Also shown are estimates for
California, a state that some thought might be a better
model for New England than Texas.

As can be seen from the upper panel of Figure 3,
construction’s share of employment was generally
lower in New England than the nation until the mid
1980s, reflecting the region’s relatively low rate of
population and employment growth. In the mid
1980s, stronger employment growth and some
pickup in population growth should, in the normal
course of events, have resulted in a substantial in-
crease in the share of employment engaged in con-
struction. However, New England seems to have
overshot. The share of employment actually devoted
to construction surpassed what would have been
expected, based on national patterns.

In Texas, rapid population and employment
growth throughout the 1970s and into the early 1980s
should have resulted in a relatively high fraction of
employment in construction. However, construc-
tion’s share of employment was even higher than
might have been expected, given the national rela-
tionship between construction and growth.7 During
the second half of the 1970s, moreover, the share of
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employment in construction diverged more and more
from what one might expect, based on national
patterns. And when the Texas economy began to
slow, construction adjusted too slowly.

In contrast to Texas, the share of employment in
construction in California has been below the na-
tional average for most of the past 20 years despite
rapid growth in employment and population. Con-
struction’s share of employment in California rose
quite rapidly during the second half of the 1970s, the
period when housing prices really began to escalate.
Then, as overall growth slowed in the 1980 and 1982
recessions, the share of employment in construction
contracted sharply. Through the rest of the 1980s
construction’s share increased steadily, but the in-
crease was consistent with the state’s strong growth.

In summary, construction activity in New En-
gland does appear to have overshot. Although stron-
ger growth in the mid 1980s justified a substantial
pickup in construction, the actual pickup was more
than warranted. New England built too much, given

Table 4
Relationship between Construction’s
Share of Employment and the Growth
in Population and Employment for the
United States, 1971 to 1990
Dependent variable = construction employment/total

employment (percent)

Constant

New home mortgage yields

Percent change total employment
lagged 1 yeara

Percent change population,
lagged 1 yeara

Time trend

~2

Annual data, 20 obsewations.
Figures in parentheses are t-statistics.
aConstruction’s share of employment in year t is a lunction ol
employment and population changes between t - 2 and t - 1.
Source: Employment, income and populalion from U.S. Bureau of
Economic Analysis, Regional Economic Measurement Division. New
home mortgage yields from the Economic Report of the President,
1991, p. 368.

Coefficient

2.206
(5.3)
-.054

(-6.5)
.074

(7.3)

.699
(4.7)

.032
(8.1)

.89

its growth rate. Moreover, the steep decline in the
New England economy in recent years has required a
further contraction of construction employment. In
other words, to the problem of too much construction
has been added that of too little growth. In the case of
Texas, the share of employment engaged in construc-
tion during the 1970s was higher than might be
expected, based on national patterns, even taking
into account the state’s rapid employment and pop-
ulation growth; and when growth slackened in the
early 1980s, construction was slow to adjust. In
California, which did not experience a real estate bust
despite extraordinary housing prices, the share of
employment engaged in construction was fairly low,
given its growth rate.

Thus, the share of employment engaged in con-
struction may be a useful guide to whether an area
risks becoming overbuilt, provided that differences in
population and employment growth are taken into
account. In addition, the composition, as well as the
rate, of growth is important. In the case of New
England, an examination of the composition of em-
ployment growth in the mid to late 1980s would have
raised questions about its sustainability and revealed
unexpected similarities to the Texas experience.

III. Composition of Growth
It is common in the analysis of regional and state

economies to distinguish between "export" oriented
and locally oriented industries, with export in this
case referring to sales outside the region. The perfor-
mance of a region’s export-oriented industries is
thought to be especially critical to its prosperity.
While the growth of locally oriented industries is
governed largely by changes in local income and
population, export-oriented industries can tap na-
tional and international markets and can grow by
increasing their shares of these markets. At the same
time, export industries may find themselves chal-
lenged by competitors from other regions and other
countries.

Additionally, most of the industries traditionally
regarded as export-oriented, notably manufacturing,
mining, and agriculture, are subject to other forms of

7 Such high rates of construction may be linked to the state’s
industrial composition: Texas has a much larger fraction of its
construction work force involved in heavy construction, which
includes such things as pipeline and petrochemical plant construc-
tion, as well as public works.
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external influence, such as technological progress
and government policy. In contrast, most industries
classified as locally oriented are in the service-produc-
ing sector, which is commonly seen as relatively
invulnerable to abrupt shifts in demand arising from
changing tastes, policy, or technology. While most
locally oriented industries are service-producing, not
all service-producing industries are locally oriented.
Examples of individual service sector companies that
serve national or even international markets are nu-
merous.

Construction is an important exception to the
characterization of locally oriented industries as rela-
tively stable services industries. Although construc-
tion activity is linked to local population and employ-
ment growth, it also i§ subject to external shocks, for
example changes in interest rates, that can cause
sharp fluctuations.

Accordingly, the following analysis divides em-
ployment into four categories. Construction, together
with real estate, is a category unto itself. Manufactur-
ing, mining, farming, agriculture, forestry and fish-
eries represent the traditional "export" sector. Fed-
eral government employment is also included in this
category because changes are determined by national
policy rather than state or regional economic condi-
tions. A third category consists of those financial and
other services identified as most national in their
market orientation in a recent study (Browne 1991).8

All the remaining industries are classified as "local";
the largest of these local industries are retail trade,
state and local government, health services, locally
oriented business services, wholesale trade, and
transportation and public utilities. Banks are included
in the local sector.

Figure 4 shows employment patterns in these
four sectors over the past two decades for New
England, Texas, California, and the nation; the yearly
changes in each sector’s employment are expressed

8 The industries in this category are security and commodity
brokers, insurance carriers, educational services, and 25 percent of
the total of business services, engineering and management ser-
vices, and miscellaneous services. Using location quotients as an
indicator of market orientation, a recent study by Browne (1991)
found that the first three industries had a national market orien-
tation comparable to that of a number of manufacturing industries.
Business, engineering, and management and miscellaneous serv-
ices appeared primarily local in their markets, but a more detailed
analysis found that roughly 25 percent of U.S. employment in
these services in 1989 was in more nationally oriented segments.
For New England the nationally oriented share was a little higher,
but the 25 percent figure was used here--and for Texas and
California--for simplicity.

Figure 4
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relative to total employment. Through 1984, the em-
ployment changes in New England were generally
consistent with the traditional model of regional
growth: a volatile export sector provided the impetus
to expansion or decline for the other sectors and the
economy as a whole. In 1985, however, New En-
gland’s experience began to deviate from the tradi-
tional model. The export sector weakened, while the
rest of the economy and especially construction re-
mained very strong.

The cause of the weakness in New England’s
export industries was nothing so dramatic as falling
oil prices had been in Texas. Indeed, a plethora of
causes can be found. The computer industry, a re-
gional specialty, began to face a more competitive
environment and New England firms found them-
selves with products and strategies that did not fit the
changing marketplace. The region’s defense contrac-
tors faced the end of the Reagan defense buildup.
Also, prosperity had driven up the cost of doing
business in the region, causing some manufacturers
to expand or consolidate elsewhere. None of these
factors seemed especially damaging in itself. The job
losses in any one year were not shocking. But over
time they added up. Between 1984 and 1988, New
England saw its manufacturing employment decrease
by 140,000 jobs or about 9 percent.

Despite the weakness in manufacturing, con-
struction continued to grow. Perhaps demand for
new industrial buildings had fallen off, but there was
plenty of demand for new office buildings, new
stores, and certainly for housing. The problem, how-
ever, was that many of the tenants for the office
buildings, the patrons of the stores, and the new
homebuyers worked in construction and real estate.
Many others worked in banks, law firms, retail oper-
ations, and other locally oriented industries that
depended, to a significant degree, upon the contin-
ued growth in construction.

As long as the boom continued and locally ori-
ented industries grew rapidly in response, the expan-
sion could continue. But a faltering in the growth of
either construction or the local sector would remove
the underpinnings of both. Indeed, one of the ironies
of New England’s situation may be that, as develop-
ers and lenders and others began to recognize in 1987
and 1988 that New England was becoming overbuilt
and began to scale back, they may have brought on
the downturn. For without continued growth in
construction to fuel the expansion, the more locally
oriented industries could not maintain their vigor.
And without the continued rapid growth of the local

sector, a large construction industry could not be
supported.

Turning to Texas, one again sees the four sectors
of the Texas economy moving more or less in sync
during the 1970s. Around 1980, however, they began
to diverge. A spike in interest rates brought the
growth in construction and real estate to a halt even
as soaring oil prices caused a surge in export employ-
ment. Two years later, construction and real estate
were growing again, but falling oil prices and a
recession sent the export sector plunging. Growth in
construction and real estate remained strong for a
another two years, even though the export sector
made only a partial recovery before further declines
in oil prices caused employment to plummet again.

Here, as in New England, construction and real
estate did not react to weakness in the export sec-
tor. The divergence is not as striking as in New
England: the growth in construction and real estate
in Texas was less in the early 1980s, when the ex-
port sector was weak, than it had been when the
export sector was performing strongly. Nevertheless,

Perhaps the deviation of
construction and real estate from

the performance of the export
sector should be viewed as a

warning signal of troubles ahead.

when employment in the export sector, which had
been growing strongly and presumably fueling much
of the need for construction, fell off, construction and
real estate continued to expand. As in New England,
however, this growth proved unsustainable, and
employment in construction and real estate under-
went a very sharp contraction in the mid 1980s.

In contrast, the various sectors of the California
economy, and also the U.S. economy, moved to-
gether throughout most of the 1970s and the 1980s,
with weakness in the export sector leading to declines
or at least markedly slower growth in construction
and real estate and the local sector. The mid 1980s
was something of an exception, with construction
and real estate continuing to grow while employment
in the export sector dipped. This was also the period
when construction and real estate in New England
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Figure 5
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diverged so sharply from the export sector, suggest-
ing some common element may have buoyed con-
struction and real estate activity throughout the coun-
try. The divergence in New England was especially
pronounced, however.

Perhaps the deviation of construction and real
estate from the performance of the export sector
should be viewed as a warning signal of troubles
ahead. It would be an imprecise indicator at best,
since New England’s construction and export sectors
diverged for some years. The situation is reminiscent
of the stock market: unusually high price-earnings
ratios may be an indicator that stock prices will fall
some day, but they say nothing about what prices
will do tomorrow.

If one were attempting to create a rule of thumb
that might serve as an early warning signal, New
England’s experience indicates that the rule should
take into account both the length of the divergence
and its magnitude. Accordingly, Figure 5 shows the
change in export sector employment over three years
less the change in construction and real estate, all
expressed relative to total employment.9 Reflecting
the weakness in New England’s manufacturing in-
dustries in the mid to late 1980s and the continued

growth in construction and real estate, the warning
signal is strongly negative for New England during
this period. Similarly, the falloff in mining and man-
ufacturing in Texas in the early and mid 1980s and the
slow response of construction cause the indicator to
fall sharply into the negative in 1984. California and
the United States experienced nothing so severe--
until one goes back to the very early 1970s. Although
export employment declined in the 1970-71 reces-
sion, construction employment was sustained by the
Housing and Urban Development Act of 1968, which
subsidized home ownership by moderate-income
households and bolstered housing construction.

The experience of the early 1970s highlights an
important qualification to our simple rule of thumb.
The effect of a divergence between construction and
the export sector on real estate markets depends
upon what is being built. If a previously unsatisfied
need is filled, in this case for modestly priced homes,
no downward pressure on other segments of the
market may be created. Taking the extreme example,
high volumes of public works construction should
not have a negative impact on the values of houses
and office buildings. Indeed, property values could
be enhanced.

Of course, once the need has been met, construc-
tion employment must adjust downward. Thus, the
problem of declining construction employment and
its impact on other sectors of the economy still exists.
However, if this is a national problem, monetary and
fiscal policy tools can be brought to bear to bolster
overall demand and ease the transition. Since the
problems in Texas and New England were regional,
they did not prompt the same policy actions that a
national problem might have done.l°

New England and Texas are not the only parts of
the country that have seen construction and real
estate employment diverge from the path taken by
the export sector. Table 5 identifies states in which
the change over a three year-period in export employ-
ment, less the change in construction and real estate,
fell below 2.5 percent of total employment. Based on
the experience of New England and Texas, such a

9 Calculated as [(Xt - Xt-3) - (CRt - CRt_3)]/E~
where Xt is export employment

CR~ is employment in construction and real estate
Et is total employment, all in year t

lo Of course, the export sector in Texas should have derived
some benefit from the fact that national demand was continuing to
grow.
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Table 5
States Where the Change in Export Employment over Three Years Diverged from the
Change in Construction and Real Estate b9 More than 2.5 Percent of Total Employment

1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990

Alabama
Alaska
Arizona
Arkansas
California xxxx
Colorado xxxx
Connecticut xxxx
Delaware
Florida xxxxxxxxx
Georgia xxxxxxxxx
Hawaii
Idaho
Illinois xxxx
Indiana
Iowa
Kansas
Kentucky
Louisiana
Maine xxxx
Maryland xxxxxxxxx
Massachusetts xxxx
Michigan xxxx
Minnesota
Mississippi
Missouri
Montana
Nebraska
Nevada
New Hampshire xxxx
New Jersey xxxx
New Mexico
New York xxxx
North Carolina
North Dakota
Ohio xxxx
Oklahoma xxxx
Oregon
Pennsylvania
Rhode Island
South Carolina
South Dakota
Tennessee
Texas
Utah
Vermont xxxx
Virginia xxxx
Washington xxxx
West Virginia
Wisconsin
Wyoming
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XXXX

XXXX
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XXXX
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Source: Refer to text and the Appendix.

XXXXXXXXXXXXXX

XXXXXXXXX

XXXX

XXXXXXXXXXXXXXXXXX
XXXX

XXXXXXXXX

XXXXXXXXX
XXXX

XXXXXXXXX

XXXX

XXXXXXXXXXXXXX

X×XXXXXXX

XXXX
XXXX

XXXX

XXXXXXXXX XXXX

XXXXXXXXXXXXXX

XXXXXXXXXXXXXX XXXX
XXXXXXXXXX

XXXXXXXXXX

January/February 1992 New England Economic Review 35



divergence should have been a signal of troubles
ahead. Appendix Table A-3 provides a brief summary
of the developments in each state highlighted in
Table 5.

In general, divergences were followed by painful
adjustments. For example, Arizona appears as a
trouble spot in the mid 1980s. Overall growth was
strong at the time and the unemployment rate was
below the national average. However, booming con-
struction employment was outstripping the expan-
sion in export employment. Construction employ-
ment subsequently fell sharply and overall growth
slowed to half its earlier rate. Florida’s experience in
the early 1970s was somewhat similar. Export em-
ployment was strong but construction employment
was even stronger. The 1975 recession brought a
harsh end to the boom. Construction cutbacks were
much sharper in Florida than the nation; overall
employment declined more steeply.

Michigan and a number of midwestern states
appear as troubled in the early 1980s for a different
reason. Their problem was not too much construction
but too little export activity. Job losses in the export
sector simply dominated construction cutbacks.
However, with the unemployment rate in Michigan
well into double digits, developers and investors
probably did not need a measure of the divergence
between export and construction employment to tell
them that Michigan was not an ideal location for new
construction. The time to look carefully at the com-
position of growth is when the economy appears to
be doing well.

IV. Summary and Conclusions
When New England’s growth first began to slow

in the late 1980s and difficulties in real estate markets
were beginning to surface, the possibility of a Texas-
like experience was occasionally raised but almost
always dismissed. The Texas economy was very
different from the New England economy. Also,
Texas was populated by wild and crazy speculators
who had been oblivious to the signs of overbuilding.
New Englanders were much more prudent. Or so we
thought.

By a number of measures New England’s con-
struction and real estate difficulties have been as severe
as those in Texas. Home prices, while still very high,
have fallen. Vacancy rates, for both homes and office
buildings, were still lower in 1990 in New England

than in Texas at its worst, but they had risen sharply.
The decline in New England’s construction and over-
all employment will surpass that suffered by Texas.

Of more significance for the rest of the nation,
however, is the fact that in neither place were the
warning signals obvious. Vacancy rates in New En-
gland were quite low until the very end of the
decade. Housing prices continued to rise after con-
struction turned down. While many observers ex-
pressed some concern about the long-term conse-
quences of such high housing prices on the region’s
ability to attract workers, in the short term rising
prices would generally be seen as a sign of economic
health. Texas had some warning that its office con-
struction was excessive, but the housing market did
not show early signs of stress. The point--the famil-
iar indicators of the health of real estate markets do
not provide much advance warning of adverse devel-
opments.

Comparisons of construction activity with the
national experience that take into account variations
in employment and population growth may be help-
ful. Such comparisons would have suggested that
construction activity in New England in the mid to
late 1980s was not sustainable even allowing for the
pickup in the region’s rate of growth. Moreover, a
further examination of the composition of New En-
gland’s growth would have shown that construction
and real estate were playing an inordinate role in
fueling that growth. The traditional export sector had
weakened and overall growth was being sustained
largely by construction and various locally oriented
industries. The situation in Texas was somewhat
similar. The export sector weakened sharply in the
early 1980s. Construction and real estate did not
adjust immediately--not surprising in view of Texas’
previous economic success---but the delayed reaction
meant further difficulties down the road.

In summary, signs of problems ahead in real
estate markets are not obvious. Vacancy rates and
other indicators of the current state of the real estate
market can change for the worse very rapidly. Avoid-
ing problems requires monitoring the significance of
construction in the economy, taking into account
population and employment growth, and steering
clear of situations in which employment growth is
fueled to a significant degree by construction itself.
Comparing the performance of the construction and
real estate industries with that of the traditional
export sector, while a simplistic exercise, may focus
attention on potential trouble spots.
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Appendix Table A-1
Housing Vacancy Rates, United States and Selected Metropolitan Areas
Percent

1981 1982 1983 1984 1985 1986 1987 19~8 198~a 1990a

Rental Vacancy Rates
United States 5.0 5.3 5.7 5.9 6.5 7.3 7.7 7.7 7.4 7.2
Boston 6.6 6.5 5.0 4.9 3.8 4.3 4.0 4.1 4.2 6.0
Hartford n.a. n.a. n.a. n.a. n.a. 3.7 6.1 7.1 8.2 11.2
Dallas 5.4 4.7 9.0 7.7 13.9 17.2 16.2 17.9 14.6 12.3
Houston 6.4 7.6 13.9 15.4 18.1 18.0 18.3 14.4 12.5 9.6
Los Angeles 3.1 3.7 3.2 3,4 3.7 3,5 4.4 5.5 5.8 6.2
San Francisco 4.9 3.9 4.1 4.7 3.1 4.6 4.9 3.5 2.8 4.2
Homeowner Vacancy Rates
United States 1.4 1.5 1.5 1.7 1.7 1.6 1.7 1.6 1.8 1.7
Boston 2.2 1.2 1.0 .7 .5 .7 1.2 .8 1.0 .9
Hartford n.a. n.a. n.a. n.a. n.a. .2 .7 .9 3.7 2.9
Dallas 2.2 1.4 2.0 2.2 1.6 2.1 3.7 3.9 4.1 2.1
Houston 2.2 4.1 3.4 5.4 3.6 3.7 3.4 2.3 2.4 2.1
Los Angeles 1.2 1.4 1.9 1.7 1.9 1.0 .7 .9 .9 1.6
San Francisco 1.7 2.0 !.8 2.1 1.2 1.2 2.5 .4 .9 3.0
n.a. = not available,
aRates for 1989 and 1990 include mobile homes; effect is small in most cases.
Note: Most metropolitan area definitions were changed in 1986; thus, rates for the years 1981 through 1985 and for 1986 through 1990 are not
strictly comparable.
Source: U.S. Bureau of the Census, Current Housing Reports, Series H111/202; "Housing Vacancies and Homeownership Annual Statistics", 1989
and 1990.

Appendix Table A-2
Office and Industrial Vacancy Rates,a Selected Areas
Percent

1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990
Office--Downtown Areas
National 4.1 4.8 10.3 12.4 14.7 16.5 16,4 16.3
Boston 1.5 2.3 3.7 1.9 12.8 10.7 9.1 8.8
Hartford n.a. n.a. n.a. n.a. n.a. 12.5 6.7 4.6
Dallas 4.8 4.8 10.0 14.6 17.2 17.5 21.6 24.5
Houston 1.4 1.3 5.8 14.6 20.9 20.2 20.0 21.9
Los Angeles .2 .8 9.5 12.3 11.8 18.2 15.0 13.2
San Francisco .1 .4 5.7 5.9 10.1 13.4 18.1 13.8
Industrial
Nationalb 3.7 3.8 4.8 4.9 4.7 5.0 5.8 5.5
Boston 1.8 1.4 1.9 1.1 1.1 2.3 3.6 3.1
Hartford n.a. n.a. n.a. n.a. n,a. n.a. 8.2 6,2
Dallas 6.4 8.1 7.3 6.9 4.6 6.1 7.0 6.9
Houston 4.9 5.7 4.6 5.6 7.7 14.1 14.9 12.7
Southern California 4.3 3.8 5.3 5.0 5.4 6.5 6.3 6.3
North and Central

California 5.0 5.1 5.5 6.5 6.8 6.2 9.4 7.9

16.2 16.7 17.1
12.6 12.6 16.7
8.3 14.3 18.6

23.5 22.4 24.7
19.4 18.5 17.7
13.5 13.4 15.8
13.2 13.6 11.5

6.0 6.4 7.4
5.1 7.1 8.6
6.1 11.6 12.1
8.4 7.2 8.8
9.6 9.8 9.3
6.4 6.5 8.8

7.0     6.9     8.2
n.a. = not available.
aRates are for December of the indicated year.
UBased on downtown and industrial areas.
Source: Coldwell Banker, Commercial Office Vacancy Index of the United States and Commercial Industrial Vacancy Index of the United States,
various years.
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Appendix Table A-3
S-ubsequent Construction and Real Estate Developments in States Where Changes in
Construction and Real Estate Employment Diverged Sharply from Export Employment,
1973 to 1990
Note: In many states and the nation, construction and real estate employment held up during the 1970-71 recession despite
a falloff in export employment. As discussed in the text, the strength in construction was due, in large part, to the Housing
and Urban Development Act of 1968. This contributed to divergences in 1972 in many states and is n_ot dis_c_u_sse~d bellow. _

Period of
State Divergence

Alaska 1973-76

Comments--Subsequent Developments

The construction of the Alaskan pipeline produced very high levels of construction
employment. Completion caused a dramatic falloff in both construction and overall
employment at a time (1977-78) when U.S employment was expanding. Housing
construction plunged, although prices continued to rise.

1983 Construction outpaced the growth in export employment. Construction remained
strong until 1985, then fell very sharply. Vacancy rates for rental housing were
above 15 percent in the late 1980s; housing prices rose through 1987, then fell.
Total employment growth in the mid 1980s was much weaker in Alaska than in the
nation.

Arizona 1984-85 Although export employment was fairly strong in this period, construction and real
estate were stronger still. Construction employment held up through 1986 but then
weakened and fell sharply and steadily. Housing construction contracted sharply.
Prices, which had been rising, leveled off after 1987. Office vacancy rates jumped
sharply in 1984 and remained above the national average through the rest of the
1980s. Growth in overall employment continued to surpass the nation’s but slowed
sharply from earlier rates.

Connecticut 1983 Developments in New England states in the 1980s are discussed in the text. It is
1987-89 worth noting, however, that construction boomed and real estate values soared in

the mid 1980s in Connecticut, despite the divergence between construction and
export activity in 1983. This highlights the fact that divergence should be regarded
as a warning signal of problems ahead, not an infallible predictor.

Florida 1973 Construction and real estate grew strongly in the early 1970s, outpacing strong
growth in overall employment. Construction employment then fell more steeply in
the 1975 recession in Florida than in the country as a whole. Overall employment
also fell more sharply, even though growth had previously been stronger in the
state.

Georgia 1973 Strong construction employment in the early 1970s and cutbacks in military
employment accounted for this divergence. Subsequently, construction employment
fell somewhat more steeply in Georgia than the nation in the 1975 recession.
Overall employment decline was also steeper, although other factors contributed.

Illinois 1982-84 Job losses in manufacturing in the 1982 recession swamped large cuts in
construction. Apart from an increase in industrial vacancy rates, most real estate
indicators did not subsequently show signs of distress, and the eventual recovery in
both construction and total employment was fairly vigorous. Construction
employment had been well below the national average prior to the downturn.

Indiana 1975-76 Job losses in manufacturing in the 1975 recession exceeded reductions in
construction. The divergence does not appear to have had negative longer-term
consequences for construction and real estate or for overall growth.

1981-82 Again, export job losses swamped cutbacks in construction in the recession. Housing
construction, as measured by permits authorized, was cut back more severely than
in the country as a whole. Housing prices were weaker in the recession and in the
early stages of recovery than in the country as a whole. The recovery in both
construction and total employment was weaker than that nationally, but not
markedly so.

In both periods, the share of employment in construction and real estate was below
the national average.
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Appendiy Table _A-_3___c_on~tinued
Period of

State Divergence
Iowa 1982

Maine 1985-88
Maryland 1973

1987

Massachusetts 1987-88
Michigan 1975

1980-82

Mississippi 1982--83

Montana 1977

Nevada 1978-79

New Hampshire 1983
1987-88

New Jersey 1987

North Dakota 1977

Ohio 1982-83

Oklahoma 1984

Comments--Subsequent Developments
The recession brought severe difficulties all round. Large cuts in construction

employment were dominated by cuts in farming and manufacturing. The overall
economy recovered slowly. Construction remained weak. Despite sharp cuts in
housing permits during the recession, permitting remained depressed for several
years. Housing prices were generally flat throughout the recession and early
recovery; declines occurred in some years.

Developments in New England in the 1980s are discussed in the text.
A period of weak export employment and moderate growth in construction was

followed by weaker than average construction.
Construction employment was growing strongly, while export employment was flat.

Through 1990, serious problems had not appeared, although a few indicators were
becoming less favorable. Construction employment remained strong. Housing
prices rose briskly, although home sales fell off somewhat more in the late 1980s
than in the country as a whole. Office and industrial vacancy rates were below the
national average, but office rates were increasing at the end of the decade.

Developments in New England are discussed in the text.
The recession caused much larger job losses in the volatile export sector than in

construction. The economy recovered vigorously and construction and real estate
do not appear to have suffered long-lasting adverse effects. Construction’s share of
employment was below the national average through the recession and recovery.

The export sector was severely affected by the 1980 and 1982 recessions. Export job
losses swamped large cuts in construction. Housing construction was greatly
curtailed. The recovery in construction was fairly strong but from a small base.
Housing prices were flat in the early recovery, while increasing in the rest of the
country. As before, construction’s share of employment was well below average.

Cutbacks in export employment were much larger than construction job losses. The
recovery was weak, especially for construction. Housing construction was very
sluggish. Prices increased very little through the early and mid 1980s.

Construction grew rapidly following the 1975 recession. Construction activity
subsequently weakened more in Montana than the nation. Housing construction
was sharply curtailed. Home prices continued to escalate, however.

Construction employment soared in a generally strong economy during the late
1970s. Subsequently, construction employment and housing permits fell more
sharply than in the country as a whole; housing prices, which had been rising
rapidly, stagnated while continuing to increase elsewhere.

Developments in New England in the 1980s are discussed in the text.

Construction employment grew strongly while export employment was relatively weak. By
the end of the decade the real estate market was showing evidence of weakness.
Construction employment and housing permits had fallen sharply. Home sales were
down more than in the nation and housing prices, which had previously been rising,
had flattened out. Office and industrial vacancy rates were above average.

Construction employment was somewhat stronger than in the country as a whole
following the 1975 recession, even though export employment was weaker.
Construction was subsequently weaker than in the nation. Housing prices were also
weaker, although the price figures are too volatile to be reliable.

Recession caused large cuts in export and construction employment. Recovery in
housing construction was initially weaker than that nationally but gained strength.
Office vacancy rates were high in the early to mid 1980s but later improved.
Construction’s share of employment was below the national average in both the
recession and the recovery.

The export sector (oil and gas) experienced substantial employment losses in the
early and mid 1980s. Construction was initially slow to react. Subsequently,
construction activity fell very sharply. Real estate difficulties appear to have been
severe. Home sales declined for some years. Prices were flat while rising nationally.
Nonresidential vacancy rates rose sharply from previous very low levels.
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Appendix Table A-3 continued
Period of

State Divergence

Pennsylvania 1982-84

Rhode Island 1973-76

1982-83
1988-90

South Carolina 1986

South Dakota 1977

Tennessee 1982

Texas 1984
Vermont 1983-84

1987
1983-85
1987

Comments--Subsequent Developments

Construction employment was weak but a prolonged recession produced substantial
cuts in export employment. Residential and nonresidential vacancy rates were fairly
high in the early to mid 1980s but later improved. Real estate markets do not
appear to have suffered long-term damage. The share of employment in
construction was somewhat below the national average.

Construction employment was reduced in this period; but primarily because of military
base closings, reductions in export employment were quite large relative to the
construction cuts. The subsequent recovery in construction activity was weaker
than that nationally but not strikingly so. Construction accounted for a much smaller
share of employment in Rhode Island than the nation during this period.

Real estate developments in the New England states in the 1980s are discussed in
the text. An important difference, however, between the earlier and later periods in
Rhode Island is that construction accounted for only 3.5 percent of employment in
1982 but 5.0 percent in 1990.

Growth in construction and real estate employment was strong while the export sector
was sluggish. Construction activity in subsequent years was somewhat more
subdued than that nationally, even though the export sector was now stronger than
elsewhere. Home prices did not increase as fast as national figures.

Construction employment was somewhat stronger than in the country as a whole
following the 1975 recession, even though export employment was weaker.
Construction was subsequently weaker than in the nation. The weakness in export
employment also continued. Housing prices appear to have fallen in the late 1970s.

The recession caused severe cuts in export employment. Construction was also
reduced sharply, but the export sector is considerably larger and the job losses
dwarfed those in construction. The ensuing recovery in construction was similar to
that nationally. Export employment recovered a little more strongly in the state than
the nation.

Texas’ difficulties are discussed in the text.
The New England states are covered in the text.

West Virginia The state experienced prolonged losses in export employment in the early and mid
1980s, Construction employment was cut back in the early 1980s, then leveled off
and in the second half of the 1980s increased despite the extended period of
declining export activity. Data on housing prices are too volatile to draw firm
conclusions, but prices appear to have increased far less over the decade than in
other states.

Wisconsin 1982-83 The recession caused substantial cuts in export employment. Construction activity
was weak, but the job losses were small in comparison with the export reductions.
The recovery in construction was somewhat delayed relative to that elsewhere but
eventually was fairly vigorous. Increases in housing prices were considerably
smaller than those elsewhere. Throughout the early and mid 1980s, construction’s
share of employment was well below the national average.

Wyoming 1985-86 Construction activity was very weak in this period, but export employment was falling
sharply. Construction activity weakened even more in the ensuing years.

Source: Comments are based on information contained in the following sources:
Coldwell Banker Commemial Industrial Vacancy Index of the United States and Office Vacancy Index ol the United States, various issues (office
and industrial vacancy rates).
Federal Housing Finance Board, Rates and Terms on Conventional Mortgages, Annual Summary 1990 (housing prices).
F.W. Dodge Division, McGraw-Hill Information Systems Company, Dodge Construction Potentials (index of residential and nonresidential
construction contract awards).
National Association of Realtors, Home Sales Yearbook 1989 and Home Sales, various issues (housing prices and sales volumes).
U.S. Bureau of Economic Analys s, Regional Economic Measuremen D v sion (employment).U S Bureau of he Census Current Construction Reports--Housing Units Authorized by Building Permits, various issues and historical data
supplied by the Bureau (housing permits and valuat on of privately owned residenlial and nonresidential construction).
U.S. Bureau of the Census, Current Housing Reports--Housing Vacancies and Home Ownership, Annual Statistics; 1989 and 1990 (vacancy ra es).
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Research Publications

Publications now available from the Research Department of particular interest
to the region and to regional economists everywhere:

The Federal Reserve Bank of Boston Regional Review
A new quarterly that addresses the broad business and economic community,
combining imaginative, in-depth discussions of economic issues with a readable
and stylish presentation.

New England Economic Indicators
A monthly source of the latest data on the New England states’ employment,
unemployment, housing, construction, retail sales, prices, income, and taxes,
with U.S. series provided for comparative purposes. (Also available via modem.)

Bank Notes
A four-page weekly focusing on developments affecting banking structure in
New England.

Fiscal Facts
A new quarterly four-page newsletter, designed to brief readers on fiscal devel-
opments in the New England states.

Research Report
No. 72 -Massachusetts in the 1990s: The Role of State Government (Nov. 1990)

Working Papers
No. 91-1 -Why State Medicaid Costs Vary: A First Look (Aug. 1991)
No. 92-4 - The Role of Real Estate in the New England Credit Crunch (Jan. 1992)

These publications are available without charge. To obtain copies, or to be placed
on their mailing lists, write to the Research Library - D, Federal Reserve Bank of
Boston, P.O. Box 2076, Boston, MA 02106-2076 or phone (617) 973-3397.

For Bank Notes, write to the Bank’s Research Department, Banking Structure
Section, or phone (617) 973-3195.
For Fiscal Facts, write to the Banking Structure Section or phone (617) 973-3098.

To access New England Economic Indicators via modem, call Jim Breece of the New
England Electronic Data Center at the University o,f Maine at (207) 581-1863.
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I n the past year, more than half of all state governments have been
forced to cut spending or raise taxes in order to balance their
budgets. Because Medicaid is absorbing a large and growing share

of general expenditures in every single state, policymakers are under
intense pressure to bring the cost of this budget-breaking program
under control. Legislators everywhere are considering tightening eligi-
bility requirements, reducing services, or experimenting with various
reimbursement and delivery systems.

In hopes of finding some clues concerning Medicaid cost contain-
ment, this article starts by examining the experiences of the 15 states
with the most comprehensive Medicaid programs. Intriguingly, these 15
states make some of the lowest (as well as the highest) per-recipient
Medicaid payments in the nation. Moreover, several of the states with
below-average Medicaid costs per recipient have above-average per-
sonal health care expenditures. How have they managed their Medicaid
expenses?

To narrow the search for answers, this article examines state data on
per-recipient Medicaid spending by type of service. This approach
suggests a focus on the nursing homes, both because these facilities
loom large in Medicaid budgets and because per-recipient payments to
the nursing homes are much more variable across states than are
payments for any other Medicaid service.

Further investigation--via regression analysis--indicates that a
primary explanation for cross-state differences in per-recipient Medicaid
expenses is the Medicaid reimbursement rate for the nursing homes, an
obvious but little discussed variable. States that pay well-below-average
reimbursement rates have relatively low Medicaid payments per recip-
ient, and vice versa. Except for states’ relative emphasis on managed
care,1 most regulatory choices seem to have little impact on per-recipient
costs.

The article then explores why nursing home reimbursement rates



differ widely across states. Personal health care costs
show no such variation. Although nursing home
reimbursement rates appear to reflect nursing home
costs, particularly nursing home worker pay, the
article argues that the regulated nursing home "mar-
ket" is highly localized and peculiarly susceptible
to cost shifting efforts. As a result, nursing home
"costs" can become detached from the real cost of
providing this care. The article suggests that the
industry’s "costs" may come to reflect the states’

Because the Medicaid dollar buys
different amounts of care in each
state, it has lost its usefulness as

a standard of measure.

Medicaid reimbursement rates in an interactive cycle.
For this reason, the article recommends that

regulators examine their nursing home reimburse-
ment policies from the ground up. Where nursing
home reimbursement rates are well above average,
policymakers may want to ask whether their area’s
real resource costs or quality differences justify the
elevated rates. By contrast, where the average nurs-
ing home reimbursement is below the national aver-
age, policymakers may want to take a hard look at the
quality of care provided in their state.

Finally, the article draws some lessons for the
rest of the U.S. health care system. One issue that
threads through the entire paper is the measurement
problem caused by the comparatively low, as well as
variable, levels of the Medicaid reimbursement rates.
Because these rates are generally just a fraction of
those paid by other health care consumers, providers
have an incentive to avoid Medicaid patients or to
shift the cost of their care to other payors. Since the
mix of avoidance and subsidization varies, policy-
makers face considerable difficulty in measuring the
total cost, quality, or efficiency of individual Medicaid
programs. In other words, because the Medicaid
dollar buys different amounts of care in each state, it
has lost its usefulness as a unit of measure. If current
trends towards negotiated discounts for packages of
privately insured health care continue, the U.S. med-
ical dollar may face the same fate.

Reasons for Selecting States
Although the statistical analysis in this article

usually reflects the experiences of all states for which
data are available, the tables often focus on Medicaid
payments per recipient in the 15 states that offered
the most comprehensive programs in 1987.2 (For a
brief description of the basic Medicaid program and
the states’ options, see the Box on page 45.) Focusing
on reasonably comprehensive Medicaid programs
seems appropriate because the practices of the least
generous states may not be applicable, elsewhere.
Surprisingly perhaps, this selection includes states
with both the highest and some of the lowest per-
recipient costs in the country.

Table 1 lists the states selected, the number of
services they offered in 1987, and their Public Citizen
Health Research Group (PCHRG) rank. Because aged
and disabled beneficiaries are usually a great deal more
expensive than AFDC children, and because each
state’s client mix reflects its demographics as well as
its eligibility criteria, the table compares per-recipient
costs across states after "standardizing" the recipient
pool.3 More precisely, "Medicaid Payments per Stan-
dardized Recipient" was calculated assuming that
each state had the national average recipient mix but
paid state costs for each type of client.

As a measure of the breadth of each state’s
Medicaid program, Table 1 also shows Medicaid
recipients as a share of the poverty population. In
addition, the table provides data on the state’s total
Medicaid expenditures per capita. California, Michi-
gan, and Washington provide examples of states with
reasonably comprehensive programs and above-
average coverage of their poverty populations but
below-average Medicaid expenditures per recipient
and per capita.

i Managed care is a cost-control concept currently embraced
with great enthusiasm in many quarters. This approach generally
involves paying a health care provider, usually a health mainte-
nance organization or a physician, to act as a gatekeeper channel-
ing consumers to appropriate care. Increased use of managed care
is expected to slow soaring medical costs by reducing unnecessary
care. And indeed, evidence presented in this article suggests that
managed care delivery systems do in fact make some contribution
to controlling Medicaid costs.

2 The states chosen offered at least 25 services and a medically
needy program in 1987 or had a program ranked in the top 10 by
the Public Citizen Health Research Group (PCHRG) in that year.

3 Expenditures per recipient for particular types of services,
such as inpatient hospital services, are not standardized for recip-
ient mix, because the data were not readily available. Moreover,
even within the major categories of Medicaid recipient, such as
aged or AFDC child, the standardization is only partial because no
effort has been made to account for differences in diagnoses.

44 Januany/February 1992 New England Economic Revie~o



The Medicaid Progrmn in Brief

Medicaid is a jointly funded federal/state pro-
gram that provides health care to specific catego-
ries of low-income people. It became law in 1965 as
part of the Social Security Act. The federal share
varies inversely with state per capita income and in
1989 ranged from 50 to 80 percent. Within federal
guidelines, each state administers its own program
and has considerable discretion in determining
eligibility criteria, the amount and scope of the
services provided, and the rates and methods of
reimbursement. Accordingly, Medicaid coverage
of the indigent population and expenditures per
recipient vary considerably from state to state.

The original federal guidelines required states
to provide Medicaid coverage to low-income chil-
dren and their mothers (recipients of Aid to Fam-
flies with Dependent Children, AFDC) and to poor
aged, blind, and disabled individuals (now gener-
ally recipients of Supplemental Security Income,
SSI). These groups are known as "categorically
needy." Gradually, federal requirements have ex-
tended Medicaid coverage to related groups. Most
recently, for example, the new federal budget
package requires a gradual extension of Medicaid
coverage to all children under 19 in families with
incomes below the federal poverty level. In addi-
tion, the states may choose to provide Medicaid
coverage, with federal support, to others who are
part of the same "categorically needy" groups but
who have somewhat higher incomes.

The states also have the option of providing
Medicaid coverage to "medically needy" people.
Under this option, individuals who fit into Medic-
aid-eligible categories but are poor only because of
high health care expenses may "spend down" to
meet Medicaid income and asset criteria. They
"spend down" by incurring medical or remedial
care expenses that reduce their remaining income
and liquid assets to a level below that allowed by
their state’s program.

As a result of these federal guidelines, child-
less adults (under age 65) who are not disabled are

not eligible for Medicaid no matter how low their
income or how high their medical expenses. In
addition, because states can and do set their eligi-
bility requirements below the federal poverty
level, many poor families do not qualify for Med-
icaid. In 1989, Medicaid coverage of the categori-
cally needy (generally AFDC and SSI recipients)
amounted to just over half of the poverty-level
population. Including people impoverished by
medical expenses and covered by current medi-
cally needy programs (in the numerator but not in
the denominator) brings the share to 65 percent.

By default, not design, Medicaid has devel-
oped a split personality. It provides--as intend-
ed--acute/preventive care to specific categories of
the vulnerable poor. It has also become the na-
tion’s primary long-term care program for people
who fit the Medicaid categories, some of whom
become impoverished by paying privately for
long-term (generally nursing home) care. Al-
though not its original focus, long-term care has
grown as a share of Medicaid expenditures and in
1989 accounted for over 40 percent of Medicaid
payments--made on behalf of less than 7 percent
of the recipients. While most long-term care recip-
ients are elderly, the mentally retarded represent
another important and very expensive group. In
1989 residents of institutions for the mentally re-
tarded accounted for less than 1 percent of all
Medicaid recipients but for 12 percent of Medicaid
payments.

Medicaid became the nation’s primary long-
term care program because Medicare, the nation-
wide health insurance program for the aged and
certain disabled, provides very limited coverage
for long-term care. Legislators have feared that
including long-term care coverage within Medicare
would overburden the already strained resources
of the Medicare program. Accordingly, while
Medicare paid 2 percent of nursing home care in
1989, Medicaid paid 45 percent.
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Table 1
Medicaid Payments per Actual and per Standardized Recipient and Personal Health Care
Expenditures per Capita in Relation to the U.S. Average, in States with Relatively
Comprehensive Programs,~ FY 1989

Medicaid
Personal Health Recipients°

Medicaid Payments Care Expenditures as a Share of    Medicaid
Number of per Standardized Per Capita the Poverty Expenditures
Services, PCHRGb Recipient Relative Relative to Population per Capita

Jurisdiction 1987 Rank to U.S. Average U.S. Average (%) ($)
United States 1.00 1.00 65.4 221.69
I. Connecticut 24 5 1.30 1.11 98.0 317.02

Massachusetts 31 4 1.19 1.25 112.4 404.71
Minnesota 30 1 1.60 1.02 65.1 253.88
Montana 27 23 1.05 .85 46.5 192.05
New Hampshire 28 37/38 1.34 .82 59,3 165.35
New Jersey 28’~ 7 1.29 .92 72.7 248.21
New York 25 3 1.48 1,16 82.8 567.75
North Dakota 25 31 1.45 1.10 46.8 270.09

II. California 26 6 .68 1.19 87.7 189.18
Illinois 26 18 .77 1.08 59.9 180.42
Maine 27 12/13 .92 .90 107.9 303.98
Michigan 28 10 .66 1.06 84.0 210.74
Oregon 26’~ 9 .56 .95 61.2 144.95
Washington 26’~ 8 .84 .95 78.6 202.13
Wisconsin 27’~ 2 .77 1.01 70.2 229.99

Note: Group I includes states where relative Medicaid payments per standardized recipient are above average. Group II includes states withbelow-average relative Medicaid payments per standardized recipient.
aStates offering at least 25 services and a medically needy program or offering a program ranked in the lop 10 by lhe Public Cilizen Health Research
Group in 1987.
UPublic Citizen Health Research Group. Wilh a rank of 1, Minnesota was judged to have the best {or, actually, least unsatisfactory) Medicaid
program.
°Categorically and medically needy recipienls.
’~Some services offered to categorically needy group only.
Source: Health Care Financing Administration, State Medicaid Data Disk FY 89; Congressional Research Service, Medicaid Source Book,
November 1988, pp. 98-99; Erdman and Wolfe (1987); Lewin/ICF estimates in Families USA Foundation (1990); and U.S. Bureau of the Census.

Finally, Table 1 also includes ratios showing
these states’ relative personal health care expendi-
tures per capita--on the assumption that Medicaid
programs would naturally reflect a state’s medical
costs. However, the data presented raise doubts
about this assumption.

Table 1 divides the 15 states into two groups,
according to whether their per-recipient Medicaid
expenses are above or below the national average.
Group I has the states with above-average Medicaid
payments per recipient, while Group II has those
with below-average payments. As the table shows,
four of the seven states with below-average Medicaid
costs (California, Illinois, Michigan, and Wisconsin)
have above-average per capita personal health care

expenditures. How do these states keep their Medic-
aid spending per recipient relatively low when they
seemingly face above-average health care costs? The
rest of this article will explore this question.

Comparing Medicaid and Personal Health
Care Expenditures

However, before continuing it is important to
recognize that Medicaid payments per recipient of
medical services and personal health care expendi-
tures per person--who may or may not receive health
care in a given year--are not directly comparable.
Table 2 presents some ac}mittedly rough compari-
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Table 2
Ratio of Medicaid Payments per Recipient
to Estimated Package of Health Care
Bought by the Average U.S. Health Care
Consumer, by Type of Service, FY1989
U.S. Average = 1.00

All Health Care
Medicaid Payments, plus Medicare,a per

Categorically and Medically Needy Recipient +
Personal Health Care Expenditures per Health
Care Consumerb 1.08

Medicaid Payments, plus Medicare,a per
Categorically Needy Recipientc + Personal
Health Care Expenditures per Health Care
ConsumeP .85

Medicaid Payments per Categorically Needy AFDC
Recipientc + Personal Health Care Expenditures
per Health Care Consumeru .27

Inpatient General Hospital Services
Medicaid Payments, plus Medicare,a per

Categorically and Medically Needy Recipient +
Hospital Expenses per Inpatient Stay’~ 1.33

Medicaid Payments per Categorically and Medically
Needy AFDC Recipient + Hospital Expenses per
Inpatient Stay’~ .59

Physician Services
Medicaid Payments, plus Medicare,a per

Categorically and Medically Needy Recipient +
Expenditures on Physicians’ Servicese per
Health Care Consumerb .68

Medicaid Payments per Categorically and
Medically Needy AFDC Recipient + Expenditures
on Physicians’ Servicese per Health Care
Consumer~ .27

Nursing Facility Services
Medicaid Reimbursement Rate (Monthly) for SNFs +

ICFs, 1986 ÷ Medicare Average Monthly Charge,
1985 .64

aMedicaid payments were added to average Medicare reimburse-
ments per elderly and per disabled person served. Reimbursemenl
data for 1987, lrom the 1990 Green Book (U.S. Congress 1990), were
used 1o estimate average Medicare reimbursements for aged and lor
disabled persons for all Medicare covered services, for hospital
services and for physician services for FY1989.
bPersonal health care consumer: a person having contact with a
physician during a one-year period. According to Health United
States 1989 (U.S. Department of Health and Human Services 1989).
24 percent of the U.S. population did not have any contact with a
physician during 1988.
CReceiving cash payments.
d1989 hospital expenses (adjusted) for inpatient care per inpatient
stay, by permission of Ihe American Hospital Association.
eEstimated, assuming that physicians’ services absorbed 24 percent
ol personal heallh care expenditures, as was the case in 1987.
Source: Lewin/ICF in Families USA Foundation (1990); Health United
States 1989, Tables 110, 111, 112, 108; American Hospital Associa-
tion, by permission; Health Care Financing Administration Data Disk;
and 1990 Green Book (U.S. Congress, House of Representatives,
1990).

sons4 between the average package of health care
services purchased for selected types of Medicaid
recipients and the average packages purchased by
comparable U.S. health care consumers,s

With most ratios well below 1.00, the table sug-
gests either that the Medicaid packages are substan-
dard or that part of the cost of caring for Medicaid
clients is being shifted to the private sector. Indeed,
only when elderly and disabled Medicaid recipients
are assumed to receive the Medicare to which they
are entitled in addition to Medicaid are any of the
ratios above 1.00.6 However, even assuming that
all elderly and disabled Medicaid recipients receive
health care equal to the average Medicare reimburse-
ment in addition to the Medicaid payments made
on their behalf, the total health care package bought
for each categorically needy Medicaid client equals
just 85 percent of the package used by the average
U.S. health care consumer. Moreover, the package
provided to an AFDC adult or child (other than
those impoverished by huge medical expenses)
equals less than one-third of the average U.S. health
care package.

The impression that the average Medicaid pack-
age may be substandard is reinforced by Figure 1,
which shows that individuals aged 65 and over
represent a slightly larger fraction and the disabled
represent a considerably larger fraction of the Medic-
aid population than of the general population. Both

4 Unfortunately, the information needed to make a careful
comparison is not readily available. The problem stems from likely
differences in case mix. It is possible that the health problems of the
Medicaid population differ from those of the general population
and require more or less costly care. For example, a study based on
1982 Medicaid data for inpatient hospital services in three states
found that pregnancy accounted for a much larger share of
expenditures than it did for the general population; however,
Medicare expenditures for elderly and disabled Medicaid beneficia-
ries were not included in the calculations. Moreover, with the
exception of pregnancy and mental disorders, the rank order of
expenditures by diagnosis for these three Medicaid programs and
for the general population were quite similar (Pine, Howell and
Buczko, 1987). Another study, which examined New York State
hospitals in 1978 (Martin, Frick and Schwartz, cited in the Medicaid
Source Book, Congressional Research Service 1988, p. 465) con-
cluded that IVIedicaid beneficiaries had a less expensive case mix
but that within a given diagnosis-related-group Medicaid patients
were more costly to the hospitals than were Blue Cross patients.

~ Defined as a person having contact with a physician in a
given year. According to Health United States: 1989 (U.S. Depart-
ment of Health and Human Services 1989), 24 percent of the U.S.
population did not have contact with a physician in 1988.

6 The federal government now requires state Medicaid pro-
grams to pay the Medicare premiums, deductibles, and co-pay-
ments to permit all elderly and disabled Medicaid recipients with
incomes at or below the federal poverty level to receive Medicare;
however, not all states have complied with this mandate.
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Figure 1 Composition of U.S.
and Medicaid Populations,

Fiscal Year 1989
U.S.

Population ,7%
Medically Impoverished Adults (<65) and Children

1.2%
J Disabled

are generally a fraction of those paid for other health
care consumers, as column 4 of Table 7 (page 54)
illustrates in the case of physicians’ services. Medic-
aid fees average less than three-quarters of those paid
by Medicare for the same physicians’ services.
Charges for privately insured care would generally be
even higher than those paid by Medicare. Accord-
ingly, providers have an incentive to avoid Medicaid
patients or to shift the cost of their care to other
payors. The consequences of these incentives will be
discussed below.

Medicaid
Population

Medically Impoverished Adults (<65) and Children

Source: U.S. Health Care Financing Administration;
1990 Green Book; U.S. Bureau of the Census.

of these groups have above-average medical ex-
penses. Similarly, nonelderly adults and children
impoverished by huge medical expenses are 10 times
more important in the Medicaid pool than in the
population at large. Other adults and children repre-
sent only two-thirds of the Medicaid population
compared to 86 percent of the U.S. population. Even
within this group, moreover, poor people are known
to have more serious health problems than the more
affluent.

Why should the Medicaid package appear sub-
standard? Because the Medicaid reimbursement rates

Cost Differences by Service

To help focus the search for the reasons for the
big differences in state Medicaid costs, Table 3 pre-
sents comparative data on Medicaid payments per
recipient by type of service for the 15 states in Groups
I and II. The state data are expressed relative to the
U.S. average (with the U.S. equal to 1.00); the major
services listed (those with over $3 billion in U.S.
Medicaid payments in 1989) accounted for 78 percent
of total expenditures in that year.

As the medians for Groups I and II suggest, the
distinction between the states with low and high
per-recipient costs seems to center on the payments
to the nursing homes. Including facilities for the
mentally retarded, these institutions absorbed 40.7
percent of all Medicaid payments, the largest share of
any service category. The low-cost states appear to be
low cost largely because their payments per recipient
to the skilled nursing facilities (SNFs) and intermedi-
ate care facilities (ICFs) are well below average,
whereas the high-cost states tend to have well above-
average expenditures for nursing home care. By
contrast, four of the seven low-cost states have
above-average payments to the hospitals for inpatient
services, while three have average or above-average
payments for physicians’ services.

The next-to-bottom row of the table shows the
variance in relative personal health care expenditures
per capita and Medicaid payments per recipient. The
Medicaid payments per recipient show much greater
variability than do the personal health care expendi-
tures that presumably underlie them. And the varia-
tion in Medicaid payments to the nursing facilities is
the greatest of any of the categories shown.7

Table 4 shows data on state Medicaid payments
per recipient by recipient category, relative to the
U.S. average. In the low-cost states, payments per
aged or disabled client tend to be the most below
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Table 3
Payments for Personal Health Care per Capita and for Medicaid Services per Recipient,
Relative to U.S. Average, by Type of Service, Selected States, FY1989
U.S. = 1.00

Personal All Hospital Physicians’ Prescription
Health Care Medicaid Inpatient SNF ICF/MR ICF/Other Services Drugs

I. Connecticut 1,11 1.30 1.05 .59 2.08 1.42 1.01 1.24
Massachusetts 1.25 1.19 1.43 1.52 1.55 1.72 1.37 1.22
Minnesota 1.02 1.60 1.05 1.13 .81 .91 1.25 1.07
Montana .85 1.05 .87 .34 .97 1.00 1.34 .97
New Hampshire .82 1.34 .89 2.89 1.42 1.53 .67 1.50
New Jersey .92 1.29 1.91 .96 1.40 1.65 .58 1.20
New York 1.16 1.48 1.71 2.22 1.81 1.64 .66 1.13
North Dakota 1.10 1.45 .91 .82 1.17 ,78 1.07 1.18

Median 1.06 1.30 1.05 1.04 1.41 1.48 1.04 1.19

li. California 1.19 .68 1.20 .86 .90 .35 1.04 .80
Illinois 1.08 .77 1.06 .72 .63 .79 .79 .86
Maine .90 .92 .85 .66 .49 1.36 .86 1.22
Michigan 1.06 .66 1.07 .41 1.16 .90 1.04 .90
Oregon .95 .56 .54 .40 1.41 .79 1.00 1.00
Washington .95 .84 1.11 .90 1,18 .86 .99 .87
Wisconsin 1.01 .77 .84 .76 .52 .75 .77 1.39

Median 1,01 .77 1.06 .72 .90 .79 .99 .87

Variance
All States exc. Alaska .02 .08 .11 .23 .13 .10 .09 .06

Share of All Medicaid
Payments (%) 100.00 24.55 12.22 12.20 16.28 6.25 6.77

SNF = Skilled nursing facilities.
ICF/MR = Intermediate care facilities for the mentally retarded.
ICF/Other = Intermediate care facilities other than those for the mentally retarded.
Source: Health Care Financing Administration, State Medicaid Data Disk FY89; LewinllCF estimates in Families USA Foundation (1990).

average. The cross-state variation in payments per
client is also greatest for the aged and disabled. These
figures undoubtedly reflect those shown in Table 3,
because aged and disabled beneficiaries use the most
nursing home care.

Together Tables 3 and 4 suggest that much of the
explanation for the huge cross-state variations in
per-recipient Medicaid costs may be found in the
nursing homes. Accordingly, the next section will
explore why long-term care costs vary, while the
following section will look at physicians’ services.

Why Long-Tenn Care Costs per Recipient Vamy

How have states like California and Michigan
succeeded in keeping their per-recipient expendi-
tures for SNF or ICF services to 40 percent or less of
the national average? This section will present the

results of regression analysis used to highlight the
factors responsible for cross-state differences in Med-
icaid payments for nursing home services. Table 5
shows some variables generally thought to affect
nursing home costs for the 15 states in Groups I and
II. Many of these variables will be used in the
regression analysis that follows.

Various types of reimbursement systems have
been credited with restraining nursing home costs.

7 Unfortunately, state data on reimbursement rates for the
intermediate care facilities for the mentally retarded (ICFs/MR) are
not readily available; thus, the rest of this article will focus on the
other long-term care facilities. Because many of the ICFs/MR are
state-owned, while most other long-term care facilities are not, the
two categories are quite distinct. Accordingly, conclusions based
on the SNFs or the ICFs other than those for the mentally retarded
(ICFs/other) should not be assumed to apply to facilities for the
retarded.
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Table 4
Payments for Personal Health Care per Capita and for Medicaid Services per Recipient,
Relative to U.S. Average, by Type of Medicaid Recipient, Selected States, FY1989
U.S. = 1.00

Categorically Needy with Cash
Payments: Medically Needy:

Personal AFDC AFDC AFDC AFDC
Health Care Aged Disabled Child Adult Aged Disabled Child Adult

I. Connecticut 1.11 1.09 1.31 1.06 1.12 1.24 1.48 1.20 1.19
Massachusetts 1.25 1.30 1.54 1.31 1.34 1.45 1.69 .81 1.38
Minnesota 1.02 1.93 2.79 1.10 .92 .82 .51 1.22 1.26
Montana .85 1.25 1.07 1.11 1.06 .75 .95 .89 1.38
New Hampshire .82 .86 2.31 .82 .66 1.03 .81 .47 .71
New Jerseya .92 1.48 1.51 1.27 1.62 .15 .20 .38 2.56
New York 1.16 2.83 1.75 1.48 1.48 1.68 1.55 1.72 1.55
North Dakota 1.10 1.78 2.33 1.31 1.24 .79 1.57 1.01 1.35

Median 1.06 1.39 1.66 1.19 1.18 .92 1.22 .91 1.36

II. California 1.19 .48 .79 .78 .91 .66 .94 1.03 1.16
Illinois 1.08 1.08 1.22 .93 .82 .60 .89 .74 .85
Maine .90 .55 .94 1.02 1.09 .38 .51 1.02 1.53
Michigan 1.06 .63 .93 .82 .89 .58 .62 .53 .79
Oregona .95 1.35 .74 .81 .83 .13 .19 .57 1.05
Washingtona .95 .87 1.37 1.05 1.03 .17 .28 .56 1.16
Wisconsina 1.01 .81 1.00 .94 .77 .23 .27 .45 1.14

Median 1.01 .81 .94 .94 .91 .38 .51 .57 1.14

Variance .01 .35 .35 .04 .07 .21 .26 .13 .18

aSome services offered to categorically needy group only.
Source: Heallh Care Financing Administration, State Medicaid Data Disk FY89 and Families USA Foundation (1990).

Column 1 of Table 5 provides a brief description of
the reimbursement systems8 in effect in 1987. As the
table indicates, prospective systems predominate.
Although considerable variation in nursing home
payments per recipient exists among the states with
prospective systems, the experiences of states with
cost-based systems (Maine for the ICFs, New Hamp-
shire for the SNFs, and Michigan for the ICFs/MR)
suggest that this reactive approach is indeed less
successful in restraining costs. For this reason, cost-
based systems are being abandoned by most states.
The table also suggests that the use of ceilings may
curb nursing home expenditures.

Columns 2 and 3 of Table 5 show Medicaid per
diem reimbursement rates for 1989. These rates are
averages of the daily reimbursements (per Medicaid
recipient) set by state authorities for each nursing
facility that accepts Medicaid recipients.9 The cross-
state variation in these reimbursement rates is con-
siderable.10 Nevertheless, as the table indicates, the
states in Group I tend to pay above-average rates

while those in Group II pay below-average rates. In
the regressions that follow, the reimbursement rate (a
weighted average of the SNF and ICF rates) is ex-
pected to have a positive relationship with Medicaid

~ In prospective systems, reimbursement rates are set in
advance, and providers bear some--partial or complete, depend-
ing on the state--risk of cost overruns.

9 The Medicaid per-diem payment for nursing home care is
generally less than the reimbursement rate, because Medicaid recip-
ients pay as much of that rate as they can from Social Security and
other current income. Medicaid pays the balance. In addition, the
variance for the payments is less than that for the reimbursement
rates. This difference may reflect the fact that states with relatively
high per diem rates tend to be those with above-average personal
income; thus, Medicaid clients in high per diem states may be able
to pay for an above-average share of their own care.

~o Part of this remarkable variation in the reimbursement rates
may simply reflect differences in how the states calculated the
reported averages; part may reflect differences in services, such as
occupational therapy, covered in the per diem. However, accord-
ing to one study, differences in coverage accounted for less than 10
percent of the variation in per diem rates in 1984 and 1985
(Harrington and Swan 1984). These and other factors affecting the
per diem rates will be further addressed below.
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Table 5
Variables Affecting Medicaid Nursing Home Payments per Recipient, Selected States,
FY1989

Share (%) of All Community Care
Medicaid Reimbursement               Medicaid Aged    Expenditures per

Reimbursement Rates per Diem Days of Care and Disabled in: Person Aged 75
Method, 1987 SNF ICF per Recipient SNFs ICFs/other and over, 1986

I. Connecticut P; case mix; ceilings $ 83.86 $64.18 165.7 11.93 38.48 $118
Massachusetts P, budgeted 90.94 58.76 221.3 11.13 12.50 926
Minnesota P; case mix; ceilings 68.31 50.90 246.4 32.54 17.71 185
Montana P (50.86) 248.8 1.22 31.54 102
New Hampshire C, SNFs; P, ICFs 126.20 69.00 317.4 .48 41.06 115
New Jersey P 73.70 67.31 237.6 3.74 22.11 325
New York P; case mix; ceilings 112.93 72.08 258.7 13.16 3.51 781
North Dakota P 53.62 40.99 280.9 21.54 19.22 123

II. California P; ceilings 60.26 44.22 200.0 11.58 .84 357
Illinois P; case mix 49.69 39.73 300.4 5.85 24.14 232
Maine P; SNFs; C, ICFs 83.07 58.33 278.5 1.55 21.87 278
Michigan P (50.78) 200.6 5.94 13.97 184
Oregon Ceilings 83.41 55.71 210.9 3.22 24.10 207
Washington P; ceilings n.a. n.a. n.a. 22.59 .96 289
Wisconsin P; ceilings 57.27 46.24 n.a. 25.19 12.49 154

U.S. Average n.a. 62.32 (54.02) 46.29 238.9 8.51 13.39 n.a.
( ) = Combined rates P = Prospective    C = Cost-based
n.a. = not available.
Source: National Governors’ Association (1989); Health
Health Policy Project (1988, vol. II).

Care Financing Administration, State Medicaid Data Disk FY89; and Intergovernmental

payments per recipient of nursing home services; the
higher the rate, the higher the payment.

Column 4 presents average days of care per
recipient of nursing home services. The high-cost
states tend to provide more days of care than those in
the low-cost group. Most states have kept the supply
of nursing home beds tight enough to ensure wait-
ing-lists, and some may choose to give priority to
convalescent, and thus relatively short-term, patients
in order to save hospital costs. Like the reimburse-
ment rates, the average length of stay is also expected
to have a positive link to annual per-recipient pay-
ments to the nursing homes.1~

Columns 5 and 6 show the percentage of all aged
and disabled Medicaid recipients who are in SNFs
and ICFs other than those for the mentally retarded.
Because SNF reimbursement rates are higher than
ICF/other rates, channeling beneficiaries to the ICFs
should reduce per-recipient costs. Michigan, for in-
stance, prides itself in making sure that no one who
does not really need skilled care is permitted to
receive it.12 Accordingly, the share of institutional-
ized recipients living in SNFs might well be expected

to have a positive relationship with Medicaid pay-
ments to the nursing homes. On the other hand,
because some SNF care is eligible for Medicare cov-
erage, while ICF care is not, a greater proportion of
SNF patients might actually reduce Medicaid pay-
ments per recipient.

Finally, column 7 contains data on expenditures
for community care programs for the elderly for 1986,
the most recent year for which these data are avail-
able.13 As Appendix Table A-1 shows, the cost of
institutional care greatly exceeds the cost of commu-
nity care per person aged 75 and above in every state.

~1 Even though long-term residents generally require less-
intensive, less-expensive care than convalescent patients on a per
diem basis.

12 This distinction between SNFs and ICFs is being phased
out, by federal mandate.

~3 States use monies from several sources (particularly Title XX
social services block grants, funds from the Older Americans Act,
and state-only financing) in addition to Medicaid to provide these
community-based long-term care programs. In column 7 these
expenditures are shown in relation to the population aged 75 and
over because recipient data for long-term care programs other than
Medicaid are not readily available.
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Table 6
Determinants of Medicaid Payments per Recipient of Nursing Home Services, All States,~
FY1989
Dependent Variable = Annual Medicaid Payments per Recipient of Nursing Homeb Services

Independent Variables: Equation 1 Equation 2

Constant -5,172.51 ** 2,475.02"*
(-2.58) (2.13)

Nursing Home Reimbursement Rate 217.20’*" 134.00"**
per Diemc (8.23) (5.29)

Average Days of Care per Recipient, 2.77
per year (1.40)

Share of Nursing Homeb Recipients in
SNFs

Expenditures on Community Care per
Person Aged 75 and Over, 1986

Dummy: Medically Needy Program for
the Aged

Per Capita Personal Income, 1989

Dummy: Prospective Payment System

Dummy: Cost Ceilings

R2 (adjusted)

Numbers in parentheses are t-statistics.
"Statistically significant at the 10 percent level.

"Statistically significant at the 5 percent level.
**’Statistically significant at lhe 1 percent level.

.14
(1.04)

504.40
(.77)

287.55
(.46)
.82

41.27
(.03)

1.57
(.74)

Equation 3 Equation 4

1,282.76 -4,499.56**
(1.34) (-2.58)

150.63"** 228.01 ***
(11.88) (8.65)

, 3.23*
(1.71)

181.85       - 1,029.28
(.12)          (-.80)

849.14             -896.53
(1.20)         (-1.41)

.14
(1.10)

.77 .78 .83

aAII states except AK, HI, ID, KS, MD, MS, OK, TX, WA, Wl, WV and WY, because data for the reimbursement rates or for personal income were
missing.
bSNFs and ICF/other.
CWeighted average of SNF and ICF/other rates.
Source: See Table 5; U.S. Bureau of the Census.

Accordingly, states sometimes provide community
care programs in hope of reducing the time that
individuals will be institutionalized at state expense.
If these states are correct, the regression analysis
should reveal a negative relationship between expen-
ditures on community care and Medicaid payments
to the nursing homes. If community care does not
substitute for institutional care, as much research
concludes (Weissert 1991), expenditures on commu-
nity care should not have a significant impact on
per-recipient nursing home costs.14

Two additional variables used in the equations
were per capita personal income and a dummy for
the existence of a medically needy program for the
aged. Because higher per capita income is thought to
be associated with more generous Medicaid pro-

grams, the relationship between the income variable
and payments to the nursing homes is expected to be
positive. Similarly, because medically needy pro-
grams allow individuals with ongoing long-term care
expenses to "spend down" to Medicaid eligibility,
such programs should increase the number of chronic
nursing home residents dependent on Medicaid.
Accordingly, these programs should increase the
average days of care and, thus, payments per recip-
ient of nursing home services.15

The regression results shown in Table 6 indicate
a strong and statistically significant positive relation-
ship between Medicaid per-recipient payments to the
nursing facilities and the Medicaid reimbursement
rates, as expected. No other variable had a significant
association with payments per recipient (at the 5
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Determinants of Expenditures for All Long-Term Care per Person Aged 75 and Over

Because community care programs are often
funded from a variety of sources and serve indi-
viduals who are not eligible for Medicaid, a sepa-
rate regression analyzes the determinants of the
cost per person aged 75 and over of all long-term
care for the aged. The results are presented in the
table below.

Once again, the Medicaid nursing home reim-
bursement rate has a strong, positive association
with per-person expenditures on total long-term
care. Moreover, while community care expendi-
tures have an insignificant link with Medicaid
expenses for nursing home care, the regression
coefficient for the cost of community care and total
long-term care per person aged 75 and over is
greater than 1 and highly significant. This result
suggests that community care does not substitute
for institutional care. Rather it is an additional
service currently provided most widely by states
where Medicaid programs are relatively compre-
hensive in other respects as well.

The regression analysis also indicates that a
medically needy program for the aged has a posi-
tive but statistically insignificant association with
nursing home expenditures per person aged 75
and over. However, it is not clear that the exist-
ence of a medically needy program for the aged
should greatly increase the share of a state’s el-
derly population eligible for Medicaid coverage of
nursing home care. The impact on eligibility is
blunted, because federal law permits states to
establish a special and fairly generous income level
(300 percent of the basic SSI payment level for
an individual) to be used only in determining
Medicaid eligibility for individuals living in nurs-

ing homes. Although this federal provision makes
no allowance for spending down, all of the states
that have no medically needy program use this
special option to provide Medicaid coverage to
nursing home residents. Moreover, the states with
a medically needy option also tend to offer Medic-
aid programs that are relatively comprehensive in
other respects as well; thus, the coefficient on the
dummy for a medically needy program for the
aged may include the impact of these other forms
of relative generosity.

Deternlinants of Expenditures on All Long-
Term Care Per Person Aged 75 and Above
All States~, FY1986

Dependent Variable = Cost of All Long-Term Care per Person
Aged 75 and Above, dollars per year

Independent Variables:
Constant 284.47*

(1.71)
Community Care Expenditures per Person

75 and Above, dollars per year
1.37"*

(5.28)
Medicaid Nursing Home Reimbursement

Rate, dollars per diemu

Dummy: Medically Needy Program for 114.55
Aged (1.01)

R2 (adjusted) .77
"Statistically significant at the 10 percent level; t-statistics are in paren-

theses.
**Statistically significant at the 1 percent level; t-statistics are in paren-
theses.
aExcept AZ, HI, KS, MD, MS, WA and WV.
UWeighted average of SNF and ICF/other reimbursement rates.
Source: Intergovernmental Health Policy Project; National Governors’
Association (1989); Health Care Financing Administration, State Medicaid
Data Disk; U.S. Bureau of the Census.

~4 Unless a community care program permits less disabled
recipients to remain in the community so that the average recipient
of nursing home services becomes more disabled, and, thus,
costly. In that case, the relationship between expenditures on
community care and Medicaid payments per recipient of nursing
home services might be positive. However, as Weissert (1991)
points out, "the most sobering lesson.., is that home care tends
to serve patients who would not have gone to a nursing home
whether or not they had received home care."

~s Because expenditures on community care and the existence
of a medically needy program would affect per-recipient payments

to the nursing homes primarily by increasing the clients’ average
length of stay, these variables should probably not enter the
regression equation with days of care per recipient. If the average
length of stay is held constant, the relationship between the
existence of a medically needy program and per-recipient nursing
home costs becomes negative. (See equation 4 on Table 6.) This
result may reflect the fact that medically needy programs allow
some middle-income people to spend down to Medicaid eligibility.
Thus, the average medically needy nursing home resident may be
able to pay for a greater share of her care out of her own current
income than the average categorically needy recipient can.
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Table 7
Variables Affecting Medicaid Costs per Recipient for Physicians’ Services, FY1989

Medicaid Payment Index of Medicaid
per Recipient of Medicaid Fees Reimbursement Index of Medicaid Share of Medicaid

Physicians’ for Physicians’ Rates for Office Fees Relative to Recipients in
Services Servicesa Visit, Known Medicare Allowed Capitated~

State .-’ U.S. State + U.S. Patient Charges Plans (%)

I. Connecticut 1.01 1.01 $19.50 .64 c

Massachusetts 1.37 1.30 41.00 .89 6.5
Minnesota 1.25 1.19 20.00 1.02 7.5
Montana 1.34 .98 18.84 .81 c

New Hampshire .67 .69 20.00 .61 2:1
New Jersey .58 .50 14.00 .34 .8
New York .66 .53 11.00 .28 2.4
North Dakota 1.07 1.01 16.70 .83

Median 1.04 1.01 19.17 .72 1.6

II. California 1.04 1.05 18.40 .62 10.7
Illinois .79 .82 12.65 .56 11.4
Maine .86 .67 21.25 .59 c

Michigan 1.04 .85 16.60 .64 11.5
Oregon 1.00 1.01 18.81 .75 24.8
Washington .99 .86 22.62 ,66 4.3
Wisconsin .77 1.02 16.88 .81 28.0

Median .86 .86 18.40 .64 11.4

U.S. Average 1.00 1.00 c .74 ~

alndex based on an average of Medicaid fees tor a representative basket of physicians’ services.
bManaged Care
CNot reported.
Source: Health Care Financing Administration, State Medicaid Data Disk FY1989; Physician Payment Review Commission (1991); and HCFA (1990).

percent probability level). In other words, among the
variables commonly thought to affect per-recipient
Medicaid payments for nursing home services, only
the reimbursement rates appear to be important. 16

Why Per-Recipient Costs for
Physicians" Services Vaind

The following section uses a similar regression
analysis to find significant determinants of cross-state
differences in Medicaid payments per recipient of
physicians’ services. Physicians’ services represent
the other major category of Medicaid expenditures
for which reimbursement rates are readily available.
And while the difference between the low-cost and
high-cost states is most pronounced for the nursing
facility payments, on average per-recipient physician
expenditures are also slightly lower for Group II than
for Group I states. Table 7 presents some of the
variables thought to affect Medicaid spending on
physicians’ care for the states in Groups I and II.

Again, some of these variables will enter the regres-
sion equation.

The first column in Table 7 contains an index of
Medicaid reimbursement rates for representative
physicians’ services, relative to the U.S. average
(US = 1.00). For illustrative purposes, the table also
includes the reimbursement rates for one repre-
sentative service, an office visit with an established
patient. Most states pay physicians on a fee-for-
service basis for their care of Medicaid patients.
Although, as column 4 shows, these Medicaid fees
are generally set well below those paid by Medicare
(which are, in turn, usually somewhat below those
paid by private patients) the Medicaid rates still cover
a very wide range. Although physicians in low-rate
states might try to increase their payments from
Medicaid by performing extra services, reimburse-
ment rates and physician payments should generally
have a positive association.17

The last column in Table 7 shows the share of
Medicaid recipients enrolled in capitated or managed

54 Janum~d/Februa~d 1992 New England Economic Review



Table 8
Relationship between Medicaid Payments
per Recipient of Physicians’ Services and
Medicaid Reimbursement Rates,
All States,a FY1989
Dependent Variable: Medicaid Payments per Recipient for

Physicians’ Services

Independent Variables:
Constant

Reimbursement Rate, Index for All
Services

145.57"*
(2.87)

266.69**
(12.22)

-506.05**
(-3.84)
-52.19
(-.66)
-2.52*

(-2.I4)
.79

Aged and Disabled as a Share of
Total Recipients

Medically Needy as a Share of
Total Recipients

Share of Recipients in a Managed
Care Programb

R2 adjusted

Numbers in parentheses are t-statislics.
"Statistically significant at lhe 5 percent level.
"’Stalislically significant at lhe 1 percent level.
aExcept AZ and WY.
bCapitated plans in Indiana and Texas were nol treated as "managed
care."
Source: Health Care Financing Administration, State Medicaid Data
Disk FY89; National Governors’ Association {1989); U.S. Physician
Payment Review Commission (1991).

care plans. (Managed care providers generally receive
a per-capita or per-patient fee for their efforts; thus,
"capitated" plan.) Proponents of managed care would
argue that significant enrollment in managed care
plans should be associated with lower per-recipient
physician payments. And, indeed, as Table 7 shows,
Group II states have a considerably larger fraction of
their Medicaid populations enrolled in capitated
plans than do Group I states.

Two additional variables not shown in the table
but used in the regression equation are the shares of
all Medicaid recipients accounted for by 1) aged and
disabled and 2) medically needy clients. Because both
categories have above-average medical expenses,
these variables might be expected to have a positive
link with per-recipient payments for physicians’ serv-
ices. However, because elderly and disabled clients
should have Medicare coverage for physicians’ serv-
ices, the relationship might be negative.

Table 8 provides the results of the regression
analysis of the determinants of Medicaid per-recipi-
ent payments for physicians’ services. As was the

case with payments to the nursing homes, the Med-
icaid reimbursement rate has a strongly significant
positive relationship with physicians’ payments. The
share of all recipients enrolled in a capitated program
had a significant negative effect on per-recipient
payments to physicians in 1990.18 The negative rela-
tionship between the share of the aged and the
disabled in the Medicaid population and per-recipi-
ent payments for physicians’ services undoubtedly
reflects the impact of Medicare coverage.

Putting It All Together: Why Total Costs
per Recipient Vm~d

Table 9 provides the results of a summary anal-
ysis of the determinants of total Medicaid payments
per recipient, standardized for recipient mix. The
table indicates that the nursing home reimbursement
rate is significantly and positively related to total
Medicaid payments per standardized recipient, as it
was to Medicaid payments per recipient of nursing
home services. However, the reimbursement rate for
a representative physicians’ service, an office visit
with a known patient, has no significant relationship
with total payments.19 The share of the Medicaid
population in a managed care program has a signifi-
cant negative relationship with total payments per
recipient, while the existence of a medically needy
program has a significant positive association.

1~ Ultimately, of course, policymakers and taxpayers are inter-
ested in cross-state differences in the cost of all long-term care,
whether it is provided in the community or in a nursing home.
Because community care involves non-Medicaid funding and
serves people who may not be eligible for Medicaid, analyzing
these costs requires a separate regression. The results of such an
analysis are discussed in the Box on page 53.

Alternatively, some observers argue that in states where the
package of services covered by Medicaid is relatively generous, the
reimbursement rates tend to be below average, in a "zero*sum"
situation.

18 Federal regulation requires that capitation rates for man-
aged care programs not exceed the "fee-for-service equivalent."
Accordingly, within a given state, costs per recipient of managed
care would be expected, almost by definition, to be less than costs
per recipient of fee-for-service care. Nevertheless, extensive use of
managed care would not necessarily be associated with lower
per-recipient costs across states. It should be emphasized, more-
over, that the lower per-recipient vendor payments seemingly
associated with managed care could be offset by the extra admin-
istrative costs of overseeing the quality of care provided by prepaid
contractors. Federal law requires such oversight because of con-
cerns that managed care systems provide incentives for substan-
dard care.

19A likely explanation for this finding is that where physi-
cians’ reimbursement rates are low, and access is, thus, a problem,
Medicaid patients turn to alternate sources of care, such as hospital
outpatient clinics or emergency wards.
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Table 9
Relationship between Total Medicaid
Payments per Standardized Recipient and
Medicaid Rei~nbursement Rates
All States,a FY1989
Dependent Variable: Medicaid Payments per Standardized

Recipient, dollars

Independent Variables:
Constant

Nursing Home Reimbursement
Rate, dollars

Reimbursement Rate for Physician
Visit, Dollars

Share of Recipients in a Managed
Care Programb

Medically Needy Program

R2 adjusted

Numbers in parentheses are t-statislics.
*Statistically significant at the 5 percent level.
**Statistically significant at the 1 percent level.
aExcept AZ, HI, KS, MD, MS, WA, WV, WY.
bThe capitated plans in Indiana and Texas were nol treated as
"managed care."
Source: Health Care Financing Administralion, Stale Medicaid Data
Disk FY89; National Governors’ Association (1989); Physician Pay-
ment Review Commission (1991).

931.46""
(2.73)
19.37"
(5.9o)

-3.56
(-.23)

-28.16"
(-2.27)
419.55"

(2.33)
.53

Figure 2
Sources of Paymen t for Hospital

and Nursing Home Care and
Physicians’Services, 1987

Hospital
Care

Nursing
Home Care

1.4% 3.8%

Why Reimbursement Rates Vary
The foregoing analysis suggests that the level of

Medicaid reimbursement rates is a critical element in
per-recipient costs of various services. Moreover, the
wide differences in these reimbursement rates (par-
ticularly those for the nursing homes) appear to be
important in explaining variations in total Medicaid
expenditures per recipient across states.

What then explains the big differences in reim-
bursement rates? This section will explain why Med-
icaid reimbursement rates might vary across the
country, and why the rates for some services might
vary more than others. It will then highlight which
variables seem important in explaining variations in
nursing home reimbursement rates.

The variability of Medicaid reimbursement rates
seems to reflect the interplay of several forces: in
particular, whether or not the major payors have a
national view of health care costs; the importance of
Medicaid to the providers; and the ease with which
providers can shift costs. Payors like Medicare and

.9%

Physicians’
Services

Medicaid

Medicare

Other Government

m Direct Payment

m Private Health Insurance

Source: U.S. Health Care Financing Administration;
1990 Green Book; U.S. Bureau of the Census.
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the major insurance companies have a national view.
When they pay for a significant share of particular
health care services, Medicaid reimbursement rates
tend to be anchored to national developments and
thus show less variation across states. Moreover, the
state-focused Medicaid programs are generally in a
stronger negotiating position versus the nursing
home industry and the physicians than they are
versus the hospitals. First, the physicians have rela-
tively little incentive to resist low Medicaid rates.
Because Medicaid provides only 4 percent of their
revenues, as Figure 2 shows, they can either avoid
Medicaid recipients entirely or they can shift the cost
of any uncompensated care relatively easily to private
patients, who provide one-quarter of their income,
or, somewhat less easily, to the insurance companies,
which pay for another 40 percent of their services.

Although the nursing homes are highly depen-
dent on Medicaid, and thus have an incentive to
resist low reimbursement rates, they may also find it
relatively easy to shift costs to the individuals who
pay for almost half of nursing home care directly.
Indeed, Birnbaum, Lee, Bishop, and Jensen (1981)
found evidence that nursing homes do shift part of
the cost of caring for Medicaid beneficiaries to the
private sector, and that state efforts to restrain Med-
icaid payments widen the gap between private and
public rates.2° Strengthening the nursing homes’ po-
sition versus private-pay consumers are the facts that
applicants generally face a waiting list, strongly pre-
fer a nearby location, and know that if their savings
are eventually absorbed by nursing home payments,
Medicaid will provide for their continued care.

By contrast, the hospitals see Medicaid revenues
as moderately important but find it somewhat less
easy to shift the cost of uncompensated care to the
private sector. Private patients pay for less than 10
percent of hospital care, and the insurance compa-
nies, which pay for another 37 percent of this care,
are becoming increasingly reluctant to absorb these
costs. Accordingly, the hospitals have considerable
incentive to negotiate for relatively complete Medic-
aid coverage of their expenses for Medicaid patients.

As Figure 3 depicting this "model" suggests,
Medicaid payments for hospital services and pre-
scription drugs (the major drug companies serve a
national market and loom large relative to individual
state Medicaid programs) should show less variation
and be closer to the level paid by the general popu-
lation than payments for nursing home services and
physician care. Payments for physicians’ services are
likely to be driven to relatively low levels in most

states and to show somewhat less variation, because
major payors (the insurance companies and Medi-
care) have a national view, and the physicians have
relatively little reason to resist low Medicaid reim-
bursement rates. By contrast, payments for nursing
home care may show a great deal of variation, be-
cause of the absence of payors with a national view,
the importance of Medicaid to the nursing homes,

Nursing homes may find it
relatively easy to shift costs not

reimbursed by Medicaid.

and the relative ease with which the nursing homes
can shift costs to the private sector.

The foregoing suggests why Medicaid reim-
bursement rates for nursing home services and, to a
lesser extent, physicians’ services might vary consid-
erably across states. The section now turns to regres-
sion analysis to explore the determinants of these
nursing home rates. The variables included in the
analysis reflect work done by Birnbaum, Lee, Bishop
and Jensen (1981) on the determinants of nursing
home average operating costs across more than 1,000
individual facilities and by Harrington and Swan
(1984) on the determinants of Medicaid per diem
rates across states.

Birnbaum and his colleagues examined a large
number of variables related to scale, the patient mix
(in terms of diagnoses, degree of impairment, etc.),
service intensity and quality, admissions per day,
input prices, and regulatory variables, such as the use
of prospective vs. retrospective reimbursement sys-
tems or the use of limits on various cost centers.
Many of these data came from special surveys of

20 Because most states do not collect data on average nursing
home charges to residents paying privately, it is not possible to
calculate the extent of current cost shifts. One anecdote may help
to illustrate the phenomenon, however. A pleasant New Jersey
nursing home that accepts Medicaid recipients charges its private
residents $80,000 per year. An even nicer NJ nursing home that
does not accept Medicaid charges $52,000. The explanation for the
difference? The more expensive facility is asking its private resi-
dents to subsidize those on Medicaid. In addition, information
provided by the Boston Business Journal Book of Lists 1990 for 19 of
the 25 largest nursing homes in Massachusetts suggests that the
weighted-average Medicaid nursing home reimbursement rate (for
SNFs and ICFs/other) may be less than 60 percent of the average
private rate in that state.
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Figure 3

"Model "of Forces Influencing the Level and Variability
of Medicaid Reimbursement Rates across States

Hospitals

Nursing Homes

.... Variability
If: Payors with parochial
view is important

Drugs

Physicians

Ih Payers with national
view is important

>

J

13.

If." Not easy to shift cost or
Medicaid revenue is important

Ih Easy to shift cost or
Medicaid revenue is not important

* Relative to U.S. personal health care expenditures on similar services, which is
represented by the top - not the middle - of the box.

individual nursing facilities conducted in the early to
mid 1970s. Similar data are not always available at the
state level for the late 1980s.

On the whole, these authors found little evi-
dence of significant economies of scale. Most indica-
tors of patient mix also failed to prove significant.21
By contrast, Birnbaum and his colleagues found that
the provision of certain services (particularly occupa-
tional and physical therapy), the case flow (admis-
sions per day), and input prices (retail22 and LPN
wages) all had statistically important, positive links to
nursing home costs. In addition, several regulatory
variables, particularly the use of cost-based reim-
bursement systems and the distinction between SNFs
and ICFs, had a significant negative impact on nurs-
ing home costs.23 Finally, regional location proved to
be one of the most important explanatory variables
according to the beta coefficients. For example,
homes in the Northeast cost about $3.60 more per
patient day than homes in the West. The authors
attribute the importance of the regional dummies to
similarities in regulatory style in neighboring states.

Like Birnbaum and his colleagues, Harrington
and Swan (1984) found that prospective reimburse-
ment systems had a significant impact on reimburse-
ment rates, but unlike Birnbaum’s group, they found

that prospective systems appeared to be associated
with lower per diems. In addition, since most states’
per diem rates include many of the same ancillary
services, these authors concentrated their investiga-
tion on the services less widely provided. Among
those examined, only occupational and physical ther-
apy appeared to add significantly to the per diem
rate. Finally, in the case of cost-center limits, only the
imposition of general limits or limits on administra-
tive costs had a significant impact with the expected
negative sign.24

21 Fortunately, perhaps, since such indicators are not gener-
ally available for this study. On the other hand, while differences
in patient mix should theoretically have an impact on cost differ-
ences between individual facilities, these differences seem less
likely to be important on an aggregate basis across states.

22 Retail wages represented the local cost of living.
23 The negative relationship between cost-based reimburse-

ment systems and average operating costs was not expected. The
authors attribute this negative association to the possibility that
states with historically high nursing home costs first turned to
prospective systems in hopes of curbing inflation of nursing home
prices. Alternatively, regulators may have had to offer relatively
high per diem rates in order to persuade nursing home operators
to accept the imposition of a prospective system, which places
them at risk of bearing the cost of any overruns.

24 Nursing cost-center limits appeared to have a significant but
positive effect on reimbursemen~ rates.
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Table 10
Determinants of Medicaid Reimbursement Rates for Nursing Home Services, All States,~
FY 1989
Dependent Variable: Medicaid Per Diem Reimbursement Rates for Nursing Homes, weighted by SNF and ICF-other

recipients, dollars.

Independent Variables:

Constant

Average Annual Pay for Retail Workers

Average Annual Pay for Nursing Home
Workers

Prospective Reimbursement System
(Dummy)

Per Diem Includes Occupational Therapy
(Dummy)

Per Diem Includes Prescription Drugs
(Dummy)

Cost-Center, Administration (Dummy)

Cost-Center, Nursing (Dummy)

Share of SNF Recipients in Total SNF + ICF
Recipients

Average Days of Care per Recipient, per
Year

Employees per Bed

R2 adjusted
F test
Numbers in parenlheses are t-statistics.
"Statistically significant at lhe 10 percent level.

**Statistically significant at the 1 percent level.

Equation Equation Equation Equation
1 2 3 4

-29.30 -4.41 29.49 14.04
( - 1.25) ( -. 39) (1.65) (1.16)

.01 ** -.01 ¯ -.00*t~
(3.96) (-2.34) (-2,01)

.01 ""         .01 **        .01 **
(7.87)         (6.32)        (6.24)

-3.88 -1.28 -.09 -.61
(-.84) (-.40) (-.03) (-.20)

1.28 1.70 -.40
(.29) (.57) (-.14)

10.25’ 7.87* 7.93* 8.19"
(1.97) (2.16) (2.34) (2.46)

2.88 3.62 4.04 3.54
(.56) (1.01) (1.21) (1.06)

2.80 -1.82 -3.48 -3.75
(.54) (-.49) (-.99) (-1.07)

10.25 4.49 3.86 4,58
(1.10) (.68) (.63) (.75)

-.01 -.00 -.00 -.01
(-.48) (-.08) (-.27) (-.64)
10.57 -5.97 -14.48

(.77) (-.61) (-1.48)
.44 .73 .77 .77

4.29 12.13 13.21 16.12

"Except AK, AZ, HI, ID, KS, MD, MS, OK, TX, WA, WV, Wl, WY.
bTo four decimal places, the coefficient is -.0035.
Source: Health Care Financing Administration, State Medicaid Data Disk FY89: Nalional Governors’ Association (1989); U.S. Bureau of Labor
Statislics.

Whenever possible, the analysis summarized in
Table 10 includes the variables that the research just
described found to be important in explaining nurs-
ing home operating costs or per diem reimbursement
rates. As the table shows, the regulatory variables--
the use of prospective reimbursement systems and
cost-center limits--do not appear to have a significant
impact on the per diem rates. By contrast, coverage of
prescription drugs tends to increase the per diem rate
to a statistically significant extent; coverage of occu-
pational therapy does not. As for the intensity of care
variables, neither the ratio of SNF recipients (requir-

ing more intensive care) to all nursing home residents
nor the number of nursing home workers per nursing
home bed has a statistically significant link to the per
diem rates. A longer average length of stay tends to
be associated with lower nursing home costs and,
thus, lower per diem rates, but again the relationship
is not significant.25

2~ Either because rehabilitative (short-term) care is more ex-
pensive than custodial (long-term) care or because additional
admissions require additional administrative costs (Birnbaum and
others, 1981).
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Since wages account for over half of nursing
home operating expenses, the input price variables
are represented by the average annual pay for nurs-
ing home workers or for retail employees. Although
nursing home worker pay is more directly relevant,
this "independent" variable may actually reflect the
per diem rates; thus, average annual pay for retail
workers may better represent local labor costs, un-
contaminated by developments in the nursing home
sector. According to the regression results, both of
these variables are positively associated with the per
diem rates when they enter the equation individu-
ally. When they enter together, the relationship be-
tween the average annual pay in the retail sector and
the reimbursement rate becomes negative. The impli-
cations of this change will be discussed below.

Do Nursing Home Reimbursement Rates
Affect Nursing Home Wages?

The (adjusted) R-squares of 0.77 in equations 3
and 4 on Table 10 indicate that differences in regula-
tory and input costs can "explain" much of the
difference in nursing home reimbursement rates
across states. In other words, regulators looking at
the reimbursement rates could not say that they are
unrelated to apparent costs.

The problem is that the simple regression analy-
sis used here does not indicate the direction of
causality. Because nursing homes operate in highly
localized and less than freely competitive markets, it
is possible that nominal costs may have risen to
justify whatever reimbursement rates regulators have
allowed. For example, in states permitting above-
average per diems, nursing homes may have been
willing to pay relatively generous wages, thereby
increasing nominal costs and at least partially justify-
ing above-average reimbursement rates. Regulators
may take this wage inflation into account in setting
next year’s rates. Thus, rates that are high for various
historical or political reasons may tend to become
self-perpetuating. If, at some point, regulators at-
tempt to clamp down on escalating Medicaid spend-
ing for nursing home services by limiting rate in-
creases, nursing home operators may shift costs to
private patients by raising the gap between public
and private charges. (Birnbaum and colleagues have
found statistical evidence of this reaction.)

As mentioned previously, private applicants
may not resist bearing costs shifted from the Medic-
aid program for several reasons. They generally turn
to nursing homes only as a last resort--when they are

desperate. Then they face long waiting lists because
state regulators often limit the supply of beds in order
to control Medicaid spending. Moreover, these nurs-
ing home residents or their families tend to have a
strong preference for a particular geographic location.
Thus, they agree to pay high nursing home charges,
without looking very far afield for lower cost alterna-
tives. Finally, they know that, should worse come to
worst and their savings be exhausted, Medicaid will
generally step in. Average (public plus private) nurs-
ing home reimbursement per patient day is thus
likely to be little affected by state efforts to control
Medicaid rates; Medicaid just pays less and private
patients more. And the spiral of increased reimburse-
ments permitting increased costs justifying higher
reimbursements continues unabated.

Appendix Table A-2 presents evidence in sup-
port of the hypothesis that nursing home reimburse-
ment rates may affect nursing home wages. As the
table indicates, average annual pay for workers in all
industries (even without any adjustment for differ-
ences in industry mix), in retail trade, and in all
health care services combined varies only moderately
across the states. In each of these cases the variance
of state to U.S. average annual pay is 0.02 or less.
However, the variance of the average annual pay for
nursing home workers is twice as great (0.04).26

At the national level, average annual pay for
nursing home workers approaches average annual

It is possible that nominal
nursing home costs may have

risen to justify whatever
reimbursement rates regulators

have allowed.

pay for workers in retail trade; they are, respectively,
54 and 55 percent of the average for all industries. In
both cases, unskilled workers predominate, and part-
time schedules are common. Accordingly, the retail
sector in each state provides an example of a work

26 Of course, the variance for the relative reimbursement rates
is even greater, but because the degree of cross-subsidization
undoubtedly varies across states as well, the average reimburse-
ment for public and private nursing home residents together may
vary less than the per diems.
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Figure 4
State/U.S. Daily Nursing Home Reimbursement Ratea versus
Differential between Nursing Home Worker and Retail Worker
Average Annual Pay, 1989
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a Weighted average of SNF and ICF/other rates.
Source: U.S. Bureau of Labor Statistics 1989 ES202 tape; National Governors Association.

force whose skill mix is generally similar to that of
nursing home workers, but whose wages are set
under more competitive, local conditions. However,
in states where the Medicaid reimbursement rates are
relatively generous, the average pay for nursing
home workers tends to be well above that in retail
trade; where the per diem is relatively low, nursing
home wages fall below those found in retailing.
Indeed, as Figure 4 illustrates, the higher the relative
reimbursement rate the greater is the differential
between nursing home worker pay and retail worker
pay.27

An alternative explanation for this pattern may
be that above-average nursing home reimbursement
rates may permit desirable differences in quality of
care or reflect differences in the regulatory environ-
ment. For example, above-average per diems may
reflect or permit a relatively high share of RNs or
LPNs in the nursing home work force. As Edward
Moscovitch pointed out in his study on mental retar-
dation programs, for instance, Massachusetts law
requires that all medications be given by a nurse; in
other states, like Michigan and Minnesota, nurses are
allowed to train other direct care staff to administer

medications--with considerable cost savings (Mosco-
vitch 1991).

Implications

If reimbursement rates are critically important in
determining Medicaid costs per recipient, should
states with above-average rates make a strenuous
effort to reduce them? In the case of hospital care and
physicians’ services the presumptive answer is no.
Because the reimbursement rates are already just a
fraction of those paid by other health care consumers,
providers have an incentive to avoid Medicaid pa-
tients or to shift the cost of their care to other payors.

Under these circumstances, policymakers and
voters will have trouble measuring the full cost,
quality, and efficiency of individual state programs.

27 Excluding Alaska, the correlation between the differential
and the per diems is 0.80. In other words, when regulated
reimbursement rates are relatively high, nursing home wages tend
to rise above those for comparable workers in sectors where prices
are set competitively. Where the regulated rates are relatively low,
nursing home wages tend to fall below those for comparable
workers in competitive sectors.
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Does a low-cost state have an especially efficient
delivery system? Or does it provide particularly low
quality care? Or does it provide standard care but
shift an above-average share of the cost to the private
sector? Similarly, a high-cost state may not be ineffi-
cient. It may simply provide close-to-standard care
while making the cost of that care explicit. Observers
cannot readily tell the difference, because the Medic-
aid dollar buys different amounts of care in each
state. In other words, the Medicaid dollar has lost its
utility as standard of measure.

In the case of the nursing homes, however, the
possibility that some states’ reimbursement rates may
be too high remains. Because Medicaid pays for
almost one-half of all nursing facility care and sets the
reimbursement rates for an even larger share of the
residents, determining whether the level of reim-
bursement is appropriate is especially difficult. Since
most states do not collect data on the average charge
to individuals who are paying for nursing home care
privately, the degree of cross-subsidization (or the
difference in access/quality) is even less susceptible to
measurement for nursing home care than it is for the
other services.

What is clear, however, is that the cross-state
variation in reimbursement rates cannot be justifi-
able. If $60 a day is a reasonable reimbursement rate
in California, then $112 a day in New York is exces-
sive. If $112 a day is truly justifiable in New York,
then $60 a day in California is unlikely to be ade-
quate-at least not without substantial cost shifts. As
shown by the variances for personal health care
expenditures per capita and for average annual pay
for all health care workers, the cost of medical care
does not vary that much across states.

Accordingly, where average public plus private28

reimbursement per patient day is well above the
national standard,29 regulators may want to ask
whether the real resource cost of providing this care
justifies these rates. Do workers with comparable
skills in sectors where competitive conditions prevail
earn as much as nursing home workers? If not,
relatively generous per diems may have allowed
nursing home wages to become inflated.

Where relatively generous per diems have led to
nursing home cost inflation, policymakers may want
to limit annual increases in these rates to a below-
average p.ace until real reimbursement3° falls to the
national level. To keep nursing home operators from
responding by shifting additional public costs to the
private sector, states may also need to require uni-
form rates; that is, all patients with similar disabilities

pay the same rate to a given institution, whether they
are supported by Medicaid or are paying out of pocket.

By contrast, in states where average public plus
private nursing home reimbursement, adjusted for
differences in resource costs, is below the national
standard, policymakers may need to take a hard look
at the quality of nursing home care in their state. In
California, where the reimbursement rates are below
average but personal health care expenditures per
capita, annual average pay, and annual average pay
for all health care workers are all above average, the
press has been full of complaints about the quality of
nursing home care.31 In such states, regulated reim-
bursement rates may need to rise somewhat faster
than the cost of living for a few years.

For the high-cost states, this prescription may
seem harsh, especially since nursing home workers
earn well below average annual pay for very trying
work in every state.32 However, with state govern-
ments facing severe budgetary pressures, letting any
inflated nursing home reimbursement rates adjust to
national average levels seems less drastic and less
illusory33 than eliminating certain services or groups
of beneficiaries from Medicaid coverage altogether, as
is currently occuring in some states.

28 Regulators need to examine the average of private and
Medicaid rates in order to measure the effect of cost shifts. For
example, a state with above-average Medicaid reimbursement
rates may seem less outstanding once private sector subsidies of
public sector costs are added to the other states’ per diems.

29 "The national standard" has no normative value and may or
may not be °’appropriate.°° Indeed, national average Medicaid
reimbursement rates for hospital and physicians services are
clearly inadequate, compared with those paid for other consumers
of health care. Because the situation is less clear for the nursing
homes, this article uses differences between state and national aver-
age figures as first-step, directional signals for these institutions.

3OReimbursement adjusted for differences in real resource costs.
31 Anecdotal evidence suggests that truly shocking conditions

exist in some other low per-diem states. According to an October
25, 1991 segment of the television program "20/20,°’ for instance,
the quality of care in some Texas nursing homes is abysmal.
Investigators found evidence of shockingly poor hygiene, nutri-
tion, sanitation and medical care: roaches in beds; filthy, wet
sheets; hunger; deep bed sores; and patients restrained or over-
sedated. Over-sedation and restraint of patients have been issues
in California as well.

32 Average annual pay for nursing home workers ranges
between 40 percent (in Oklahoma and Texas) and 70 percent (in
Alaska) of each state°s average annual pay for all industries. Thus,
regulators finding that nursing home pay is above that for similar
workers in other sectors would surely want to determine at what
professional level the inflation is occurring. Is it a general phenom-
enon? Or is it centered on the nursing staff? Or on the adminis-
tration? Because 1) hospitals and nursing homes compete for direct
care sta~ff, and 2) average pay is less variable across states for
hospital workers than for nursing home workers, some of the extra
variability in nursing home pay may occur at the administrative
level. Or, it may just reflect a different use of skilled workers.
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Conclusions
This article set out to examine why some reason-

ably comprehensive, reasonably well-respected Med-
icaid programs operate with considerably lower per-
recipient costs than other similar programs. The hope
was that these states had found a particularly prom-
ising reimbursement or delivery system that could
control costs. And, indeed, evidence presented in
this article suggests that the current interest in man-
aged care may be well placed, and that state efforts to
enroll a greater share of Medicaid recipients in man-
aged care systems may be steps in the right direc-
tion.34

Limited evidence also suggests that community
care, essential as it may be for other reasons, is not a
low-cost substitute for institutional care. Moreover,
this cross-state analysis indicates that various regula-
tory devices, such as the use of prospective reim-
bursement systems or cost-center limits, have not
had a significant effect on controlling costs; however,
a time-series analysis of changes in expenditures
since these measures were adopted might lead to
different conclusions concerning their effectiveness.

The study’s primary conclusion is that the level
of the Medicaid reimbursement rates is a crucial
determinant of per-recipient Medicaid expenditures.
Indeed, the level of the reimbursement rates varies
much more across states than do personal health care
expenditures per capita or wages for all health care
workers, two indicators of the relative cost of medical
care in each state. Frequently, thus, Medicaid reim-
bursement rates do not reflect the real cost of the
resources absorbed in providing health care to Med-
icaid recipients, and the gap differs from region to
region.

Despite their variability, Medicaid reimburse-
ment rates are usually just a fraction of those paid by
other consumers of health care. Accordingly, provid-
ers have an incentive to avoid Medicaid beneficiaries
or to shift the cost of their care to other payors.
Although meaningful comparisons are hard to make,
this article has presented data which, taken together,

33 Less illusory, because the cost of services and individuals
denied Medicaid coverage tends to reemerge elsewhere in the state
budget, generally in programs not supported by federal matching
funds (Little 1991).

~4 As long as states ensure that the quality of managed care
available to Medicaid recipients is as good as or better than current
fee-for-service care. Providing a choice of managed care programs
and requiring that managed care programs serving Medicaid
recipients serve non-Medicaid patients as well are two ways to
encourage standard quality.

suggest that the package of care purchased for Med-
icaid recipients is substandard at the national level.
However, the degree to which low Medicaid reim-
bursement rates lead to reduced access/quality or to
cross-subsidies undoubtedly differs from state to state.

Among the major services examined, nursing
home per-recipient payments and per diems turn out
to be the most variable across states. This extra
variabililty may reflect the absence of a payor with a
national view and the relative ease with which pro-
viders can shift public costs to private payors when
they have an incentive to do so. Because nursing
home payments loom large in Medicaid budgets and
because nursing home reimbursement rates are espe-
cially variable, these reimbursement rates appear to
be the crucial determinant of cross-state differences in
Medicaid payments per recipient.

An effort to "explain" the cross-state differences
in nursing home rates suggests that they do in fact
reflect apparent costs, especially the average annual
pay of nursing home workers. However, the direc-
tion of causality is not clear. It seems likely that in
some areas relatively generous nursing home reim-
bursement policies have let nursing home wages float
higher than those for comparably skilled workers in
other sectors. Alternatively, variations in nursing
home pay may reflect quality or regulatory differ-
ences that may or may not be appropriate. In either
case, it may be time for state regulators to reexamine
their nursing home reimbursement policies from the
bottom up, instead of accepting historical "costs" as
given.

Where nominal nursing home costs do appear to
be inflated, policymakers may want to slow increases
in nursing home reimbursement rates until the gap
between real and nominal costs disappears. To limit
cost shifts, regulators would also need to require that
all equally disabled residents pay a given provider the
same rate, regardless of the source of their support.
Efforts to save taxpayer money by letting inflated
nursing home costs adjust downward seem prefera-
ble to eliminating some services or groups of benefi-
ciaries from Medicaid coverage altogether, as is cur-
rently occurring in some states.

By contrast, when average reimbursement rates
are low relative to the real cost of resources absorbed,
policymakers may want to take a hard look at the
quality of long-term care in their state. Indeed, frus-
trated legislators and voters, noting that some other
states seem to have much lower per-recipient Medic-
aid costs, would do well to remember that these
differences often reflect artificial economies--the un-
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realistically low reimbursement rates that deprive
some people of care or force providers to shift the cost
of uncompensated care to other payors.

The difficulty of distinguishing and measuring
access/quality and the degree of cross-subsidization
has plagued this study from the beginning. Obvi-
ously, a Medicaid dollar buys very different amounts
of care in different states. Accordingly, it has lost its
utility as a unit of measure. Without such a standard,
it becomes increasingly difficult to analyze differences
in the quantity or quality of medical care purchased
for Medicaid beneficiaries in different states or pur-
chased for the Medicaid population and the general
population in the same state. It also becomes hard to
measure differences in the efficiency with which care
is delivered.

Under these conditions, an important rationale
for permitting the states to exercise a great deal of
discretion within their Medicaid programs disap-
pears. If the outcomes of 50 state experiments cannot
be measured, why have 50 experiments? If the utility
of these experiments no longer offsets the substantial
inequities that result from differences in states’ fiscal
strength and policy choices, it may be time to ask the
federal government to set the standards--and, thus,
to pay--for the entire Medicaid program.

As a corollary, the recent trend towards individ-
ually negotiated discounts for packages of privately
insured medical care poses the danger that the U.S.
health care dollar may lose its usefulness as a stan-
dard of value, just as the Medicaid dollar already has.
If, for example, a large corporation is able to negotiate
more favorable rates than a mid-sized corporation,
does the difference represent true economies in serv-
ing the larger group, or are the employees of the
smaller company being asked to subsidize those of
the larger firm? Measuring health care quality and
efficiency is difficult enough already.

The pervasive theme emerging from this study of
cross-state variations in Medicaid costs is that all
health care in the United States--whether it is paid
for by the public or the private sector, whether the
patient is an employee of a big company or a small
company, or not an employee at all--should be
reimbursed according to the resources absorbed in
providing this care. A growing demand for equal
access and a growing need for efficiency require
policymakers to steer the health care system in this
direction.

Appendix Table A-1
Expenditures per Person Aged 75 and
Over on Community Care, Institutional
Care, and Total Long-Term Care for the
Elderly, FY1986

Community lnstiiutional Total

Alabama $ 193 $ 692 $ 885
Alaska 2,019 2,659 4,678
Arizona N.A. N.A. 521
Arkansas 149 934 1,082
California 357 693 1,051
Colorado 203 774 976
Connecticut 118 1,578 1,696
Delaware 660 1,108 1,768
District of Columbia 327 1,812 2,139
Florida 83 419 502
Georgia 109 912 1,021
Hawaii 226 1,560 1,786
Idaho 56 691 747
Illinois 232 636 868
Indiana 76 1,341 1,417
Iowa 70 483 552
Kansas 50 602 652
Kentucky 159 868 1,027
Louisiana 44 206 250
Maine 278 1,400 1,678
Maryland 118 1,055 1,173
Massachusetts 926 1,256 2,182
Michigan 184 804 989
Minnesota 185 1,926 2,111
Mississippi 116 700 816
Missouri 183 757 941
Montana 102 935 1,037
Nebraska 22 581 604
Nevada 92 749 841
New Hampshire 115 1,295 1,410
New Jersey 325 946 1,271
New Mexico 186 650 836
New York 781 2,498 3,279
North Carolina 144 719 863
North Dakota 123 1,115 1,239
Ohio 48 1,226 1,274
Oklahoma 221 623 844
Oregon 207 510 717
Pennsylvania 308 871 1,179
Rhode Island 101 1,657 1,757
South Carolina 125 813 938
South Dakota 80 878 958
Tennessee 51 762 813
Texas 206 656 861
Utah 68 542 610
Vermont 55 988 1,043
Virginia 198 824 1,022
Washington 289 801 1,089
West Virginia 22 711 732
Wisconsin 154 1,233 1,387
Wyoming 41 958 999

Source: Intergovernmental Health Policy Project (1988) and
Bureau of the Census.
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Appendix Table A-2
Ratio o[ State toU.S. Average Anyual Pay for Selected Industries, 1989 (U.S. = !.00)

All Private       Retail       All Health       Nursing Home       Medicaid Nursing Home
State Industry Trade Services Workers

Alabama .86 .89 .95 .79
Alaska 1.27 1.31 1.04 1.70
Arizona .91 1.00 1.09 1.00
Arkansas .77 .87 .86 .69
California 1.10 1.17 1.18 1.08
Colorado .97 .97 .97 .97
Connecticut 1.23 1.24 1.14 1.50
Delaware 1.04 .96 1.02 1.00
D.C. 1.33 1.16 1.27 1.37
Florida .88 1.01 1.10 1.03
Georgia .94 .97 1.05 .82
Hawaii .93 1.09 1.18 1.26
Idaho .81 .88 .87 .80
Illinois 1.09 1.03 .97 .90
Indiana .94 .86 .90 .90
Iowa .81 .79 .77 .77
Kansas .87 .87 .84 .82
Kentucky .84 .82 .87 .78
Louisiana .90 .87 .90 .72
Maine .84 .93 .85 .99
Maryland 1.01 1.12 1.05 1.13
Massachusetts 1.12 1.12 1.06 1.39
Michigan 1.11 .95 .98 .91
Minnesota .98 .92 .94 .97
Mississippi .75 .83 .86 .75
Missouri .93 .91 .90 .80
Montana .74 .83 .79 .85
Nebraska .77 .79 .80 .81
Nevada .93 1.12 1.34 1.23
New Hampshire .97 1.03 .95 1.09
New Jersey 1.19 1.23 1.10 1.29
New Mexico .80 .87 .89 .89
New York 1.22 1.14 1.06 1.51
North Carolina .86 .92 .98 .89
North Dakota .74 .76 .84 ,83
Ohio .98 .89 .96 .94
Oklahoma .87 .89 .86 .69
Oregon .89 .96 .95 .92
Pen nsylvan ia .99 .95 1.01 1.05
Rhode Island .91 1.01 .95 1.16
South Carolina .82 .87 .97 .85
South Dakota .68 .76 .75 .77
Tennessee .87 .92 1.01 .81
Texas .98 .99 ,93 .78
Utah .85 .85 .87 .82
Vermont .86 .95 .81 1.01
Virginia .95 .99 1.00 .98
Washington .94 1.00 .81 1.02
West Virginia .90 .83 .88 .79
Wisconsin .89 .82 .86 .96
Wyoming .84 .81 .83 .88

Variancea .02 .01 .02 .04
Standard deviationa .13 .12 .13 .20

aExcluding Alaska.

Reimbursement Rate

.65
3.58

.6O
1.02

.94
1.19
1.12
1.79
1.05

.64

.90

.72

.94

.67

.83

.62
1.03

1.27
.88

1.07

.77
.88
.73
.87

1.2O
1.18
.97

1.80
.93
.82
.99
.64

1.02
1.16
1.13

.79

.58

.75

.67

.80
1.03

.92

.92

.93

.07

.26

Source: U.S. Bureau of Labor Statistics and Health Care Financing Administration, State Medicaid Dala Disk FY89
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T he composition of business investment in the United States
changed dramatically during the 1980s. Workplaces were trans-
formed as a result of investments in information processing

equipment, such as computers, fax machines, copiers, and sophisticated
telephones. Businesses built new office towers and shopping malls, but
few industrial facilities.

This article considers the extent to which changes in the cost of
capital can account for these shifts. A number of developments occurred
in the 1980s that affected the cost of capital more for some industries
and assets than others. It is well known, for example, that computer
prices fell sharply. Also, policymakers enacted significant revisions to
the tax laws in efforts to alter the allocation of investment. The article
concludes that changes in the cost of capital have indeed affected
investment patterns. These changes are due in large part to movements
in real capital goods prices across industries and assets. Surprisingly,
while tax incentives have also mattered, they have been a relatively
unimportant determinant of shifts in the composition of investment
during the 1980s.

Section I confirms the perception that the mix of investment in
recent years differs considerably from what it had been in the past.
Higher spending on information processing equipment is the single
most dramatic change. Section II finds that industrial distribution
was important in affecting the asset composition of investment in the
1980s. Thus, explanations for investment patterns should consider
incentives across both industries and assets. Section III examines
how movements in capital goods and output prices, financing costs, and
tax policy have affected industries’ investment incentives. Section IV
uses regression analysis to analyze whether these economic incen-
tives have actually influenced investment patterns, adjusting also for
the effects of industry output and cash flow. Section V offers conclu-
sions.



L Historical Patterns of Investment
Spending

Investment patterns have changed markedly
over time. Table 1 summarizes the composition of
investment by asset and industry for five-year inter-
vals from 1955 to 1989. Data for five of the 11 assets
are also illustrated in Figure 1.

Real expenditures on information processing
equipment--which includes computers, communica-
tion equipment, scientific and engineering equip-
ment, and photocopying and related equipment--
have risen dramatically. This category accounted for
only 5 percent of total real business nonresidential
investment in the 1955-59 period. By the 1970s, invest-
ment in information processing equipment was rising
very sharply, accounting for 16 percent of total busi-
ness nonresidential investment by 1980 and 35 per-
cent by 1989.1 The share of investment in equipment
other than information processing rose through the
1970s, but fell in the 1980s. In particular, industrial
equipment dropped from about 19 percent during the
1950s, 1960s, and 1970s to 14 percent in the late 1980s.

Investment in structures has declined as a share
of total nonresidential capital expenditures, and its
composition has changed. The common perception of
rapid growth in office buildings and shopping centers
during the 1980s can be attributed in part to their
increase from an unusually low investment share in
the late 1970s. In comparison with earlier time peri-
ods, the 1980s were not marked by an especially high
concentration of investment in commercial struc-
tures. The share of investment in other structures--
notably industrial and farm--was unusually low in
the 1980s. Investment in mining structures rose as a
share of the total in the early 1980s and fell in the late
1980s.

The bottom half of Table 1 shows the shares of
gross investment by different industries. During the
1960s and 1970s, industry shares of real investment
were relatively stable. Transportation, communica-
tions, and utilities accounted for close to one-quarter
of the total. Durable and nondurable goods manufac-
turing and mining were the other large sources of
capital spending.

In the 1980s, industry shares changed noticeably.
Most dramatically, the finance and insurance indus-
tries accounted for over 15 percent of total investment
in the latter half of the 1980s, several times their share
in earlier periods. Wholesale and retail trade and
services also grew in relative importance,2 while
transportation, communications, and utilities, manu-

facturing, agriculture, and construction all shrank.
Mining was a volatile source of investment.

II. The Importance of Industry Mix in the
1980s

The overall mix of assets can change if individual
industries change the composition of their capital
spending. Alternatively, because industries vary in
the types of capital they use, the composition of
investment can change as some industries expand
and others contract, even if the relative use of dif-
ferent assets remains unchanged within each indus-
try. Lacking the appropriate data, previous studies
have been unable to differentiate these two sources of
change in investment patterns. New information
indicates that both types of shifts took place in the
1980s.

For example, Table 1 indicates that information
processing equipment has accounted for a growing
share of investment over time. Simultaneously, the
share of investment done by finance and insurance--
industries primarily engaged in processing informa-
tion rather than goods--has also risen. During the
period 1985-89, almost 65 percent of real investment
by the finance and insurance industries was allocated
to information processing equipment, making these
firms by far the most intensive purchasers of this type
of capital (Table 2). However, the rising demand for
information equipment appears to be a general phe-
nomenon as well as industry-specific, since in most
industries the share of investment going to informa-
tion processing equipment was substantially higher
than at any time in the past. (For further information

~ This study considers investment in constant dollars, which is
appropriate for comparing quantities of capital goods purchased
over time. Another approach would be to examine current dollar
figures, to evaluate shares of the investment budget allocated to
different items. Because the price of information processing equip-
ment has fallen considerably, its current-dollar share has not risen
as much as its constant-dollar share. During the 1955-59 period,
spending on information processing in current dollars accounted
for 8 percent of total investment spending. It rose to 17 percent in
1980 and 23 percent in 1989.

2 The shares of investment accounted for by finance and
insurance, trade, and services have also risen when expressed in
current dollars. Finance and insurance accounted for 10.7 percent
of investment in the 198~89 period, compared to 5.7 percent in
1980~4, and below 5 percent in prior decades. The share for trade
was 15.9 percent in 1985-89, 12.0 percent in 1980-84, and about 10
percent in the 1960s and 1970s. The share for services was 13.5
percent in 1985-89, 10.6 percent in 1980~4, and around 9 percent
in the 1960s and 1970s (except 19.70-74, when it was 10.2 percent).
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Table 1
Co~nposition of Real Nonresidential Investment by Asset and hldustry, 1955 to 1989
Percent of Total

Memo: 1989
1955- 1960- 1965- 1970- 1975- 1980- 1985- with 1980
59 64 69 74 79 84 89 1980 1985 1989 Industrial Mix

Assets
Equipment

Information Processing 4.8 6.2 6.5 8.5 12.1 19,6 31,3 16.3 26.5 35.2 23.6
Industrial 20.3 18.8 20.2 19.8 19,0 16.2 14.2 18.2 14.1 14,8 17.4
Transportation 10.9 11.6 14.4 14.6 14.9 11.3 12.1 12.1 11.8 11.5 10.9
Other 16.6 15.6 15.8 17.4 t9.1 15.9 13.6 17.1 13.3 13.7 15.0

Total Equipment 52.6 52.2 56.8 60.2 65.1 63.0 71.2 63.7 65.7 75.3 66.9
Excl. Information

Processing 47.8 46.0 50.3 51.7 53.0 43.4 39.9 47.4 39.2 40.1 43.3
Structures

Industrial Buildings 6.7 6.5 8.6 5.0 4.5 4.0 2.9 4.2 3.3 3.1 3.8
Commercial Buildings 9.0 10.7 9.7 10.7 7.7 9.9 10.5 9.2 11.8 9.3 6.6
Institutional and Other

Buildings 6.9 9.4 7.1 5.9 3.6 4.0 4.0 3.5 3.9 3.9 3.7
Farm Structures 2.0 2.0 1.6 1.7 2.1 1.1 .4 1.6 .4 .3 1.0
Public Utility Structures 11.7 9.7 9.6 10.8 9.1 7.4 5.9 8.3 6.3 4.6 6.8
Mining 10.8 8.8 5.9 4.9 7.3 10.2 4.6 9.1 8.0 3.0 10.1
Other .4 .6 .7 .8 .5 .4 .5 .3 .6 .5 1.1

Total Structures 47.4 47.8 43.2 39.8 34.9 37.0 28.8 36.3 34.3 24.7 33.1

Industries
Agriculture 8.1 7.6 7.1 7.7 8.2 4.6 2.4 6.3 2.4 2.4
Mining 14.2 12.4 9.2 7.8 10.9 13.0 5.4 12.5 9.4 3.9
Construction 3.6 3.5 3.3 3.6 3.3 1.8 1.4 2.6 1.4 1.3
Durables Manufacturing 12.4 11.3 14.0 11.4 11.9 11.4 10.2 13.1 11.1 10.2
Nondurables

Manufacturing 10.0 10.4 11.5 10.2 10.9 9.2 7.4 9.9 7.8 8.2
Transportation, Communi-

cation, and Utilities 24.8 23.5 23.9 26.3 24.5 22.3 19.8 24.4 20.7 16.1
Wholesale and Retail

Trade 7.5 8.7 9.2 10.0 10.0 11.6 15.6 9.2 14.5 15.8
Finance and Insurance 2.1 2.4 2.7 3.3 4.0 5.8 15.5 4.4 11.1 19.8
Nonresidential Real Estate 5.6 6.6 6.7 7.8 5.8 8.0 7.2 7.1 8.2 6.3
Services 6.9 8.3 8.2 9.2 8.4 10.3 12.9 8.5 11.6 13.9

Memo: Estimated Nonprofit
Real Estate 4.9 5.3 4.1 2.8 2.1 2.1 2.1 2.0

Source: U.S. Bureau of Economic Analysis and aulhors’ calculations (using 1982 dollars).
1.8 2.1

on the composition of each industry’s purchases, see
Appendix Table 1.)

Figure 1 shows the results of a more formal
analysis for information processing and other assets.
Each panel compares the actual share of investment
for a given asset in each year with the hypothetical
share, assuming that each industry purchased its
observed mix of assets but that the industry’s share of
total investment was equal to its share in 1980. Thus,
if the actual asset share is above the fixed-weight

share, this would indicate that industries with rela-
tively high purchases of the asset accounted for a
greater share of investment than they did in 1980.
(The fixed-weight results for 1989 are also reported in
the last column of Table 1.)

The rise of finance, insurance, trade, and serv-
ices boosted sales of information processing equip-
ment. More than one-half of the increased share for
information processing equipment between 1980 and
1989 can be attributed to a changing industrial distri-
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Table 2
Information Processing Equipment as a Proportion of Real Investment by Industry,
1955 to 1989
Percent
Industry 1955-59 1960-64 1965~9 1970-74 1975-79 1980-84 1985-89

Agriculture 0 0 0 0 0 .1 .5
Mining .1 .1 .1 .2 .2 .2 .1
Construction .7 .9 .7 .5 1.5 5.9 8.8
Durables Manufacturing             3.0 3.2 2.5 3.6 8.3 18.4 27.9
Nondurables Manufacturing 2.8 3.1 2.8 5.4 11.4 15.6 17.8
Transportation, Communication,

and Utilities 7.6 13.5 14.5 16.3 22.7 31.1 ’ 35.0
Wholesale and Retail Trade 1.6 1.7 2.3 4.0 8.6 18.4 26.6
Finance and Insurance 10.3 7.7 5.3 8.9 17.9 42.6 64.8
Nonresidential Real Estate 15.9 12.7 12.0 11.9 18.4 17.7 18.9
Services 9.3 9.3 10.0 13.6 15.3 24.3 31.1

Source: Authors’ calculations described in the Appendix.

bution. Assuming a constant industry mix, the share
for information processing equipment would have
risen from 16 percent to 24 percent. It actually rose to
35 percent.

The finance and insurance and trade industries
have recently accounted for most of the purchases of
commercial structures. Because of the growth of
these industries, commercial structures increased
from 9 percent of total investment in 1980 to almost 12
percent in 1985; with a constant industrial mix, the
share for commercial structures would have fallen
slightly. In contrast to the experience for the 1980s,
industrial composition did not change the demand
for information processing equipment or commercial
structures during the 1960s and 1970s.

For several assets, changing industrial mix low-
ered demand in the 1980s. For example, if manufac-
turing had maintained its 1980 share of investment,
industrial equipment would have fallen only mini-
mally (from 18 percent to 17 percent of total invest-
ment in 1989, rather than to under 15 percent).3

Changes in industry demand also reduced the pur-
chases of farm structures and mining structures.

The shifts in industry shares of investment dur-
ing the 1980s primarily reflect movements in capital
intensity rather than the composition of production.
Except for a pronounced decline in mining, industry
shares of real gross domestic product (GDP) did not
show marked trends (Table 3). The increased share of
business investment by finance and insurance reflects
greater investment relative to output rather than greater
output by these industries relative to national output.

Table 3
Composition of Gross Do~nestic Product by
Industry, 1980 and 1989
Industry 1980 1989

Agriculture 2.8 2.7
Mining 5.2 3.4
Construction 5.6 4.8
Durables Manufacturing 14.9 15.7
Nondurables Manufacturing 9.7 9.3
Transportation, Communication,

and Utilities 10.7 10.8
Wholesale and Retail Trade 17.6 19.3
Finance and Insurance 4.9 4.8
Real Estatea 12.2 11.4
Services 16.4 17.6

"Residential plus nonresidential.
Source: U.S. Bureau of Economic Analysis.

In summary, service-producing sectors ac-
counted for a disproportionately large share of invest-
ment in the 1980s compared to their historical shares.
This development tended to boost the demand for
information processing equipment and commercial
buildings. Higher investment by these industries
reflected more investment relative to their output--
not an overall shift to a more service-based economy.
Information processing equipment also increased as a
share of total investment because, in general, busi-

3 Manufacturing industries account for about three-fourths of
total investment in industrial equipment (see Appendix Table 1).
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Figure 1
Actual versus Fixed- Weight (1980) Investmen t Shares,

1955 to 1989
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nesses increased their relative purchases of informa-
tion processing equipment.

IlL Economic Incentives for Investment
The previous two sections have noted changes in

investment patterns in the 1980s. The study now
turns to the underlying economic determinants of
these shifts in investment composition. For example,
did service-producing sectors increase their invest-
ment intensity because of tax policies, price changes,
or other factors? What accounts for the growing use
of information processing equipment by a variety of
industries?

Firms invest when they expect the resulting
return to be greater than or equal to the cost of
capital. Holding constant assumptions about rates of
return, investment would rise (fall) as the cost of
capital falls (rises). For example, firms would invest
more in an asset if its price fell or if rules governing its
tax depreciation were liberalized. Firms in a given
industry would tend to invest more in all types of
assets if their output prices rose (since this would
reduce the real cost of purchasing capital goods), or if
interest rates fell.

Firms’ expectations about rates of return are
unobservable. However, because firms may extrapo-
late from recent business conditions, current output
and profitability can serve as indicators of expected
returns, at least in the near future. Output can also
reflect the adequacy of current capacity. For example,
during a recession, capital is idled, thereby obviating
the need for expansion. Expectations about future
rates of return may also depend on additional factors
that are less susceptible to measurement, such as
firms’ optimism about the productivity of new tech-
nologies.

This section considers how changes in the cost of
capital might explain the investment patterns indi-
cated in sections I and II. It then briefly discusses
cyclical movements in industry output and cash flow.
Some analysts view cash flow as another proxy for
expected returns, but others believe that cash flow
serves as a refinement in the measurement of invest-
ment costs when capital markets are imperfect.

Cost of Capital

Economists have studied the cost of capital for
the past three decades, but especially in recent years
as a result of changes introduced in the Economic

Recovery Tax Act of 1981 and the Tax Reform Act of
1986 (Henderson 1986, 1991). Holding constant mac-
roeconomic factors such as interest rates and ex-
pected inflation, the 1981 Tax Act lowered the cost of
capital by introducing more accelerated depreciation.
In a reversal of this policy, the 1986 Act lengthened
tax lives and mandated straight-line recovery for
structures. It also eliminated the investment tax
credit, which had been available for all equipment
and limited categories of structures.

Despite the keen interest in business taxes, tax
policy is not necessarily the major factor.influencing
capital costs. In a much cited article, Bosworth (1985)
noted that investment following the 1981-82 reces-
sion was strongest in computers and automobiles,
two categories not particularly advantaged by the
1981 tax reform. Bosworth concluded that prices of
capital goods and movements in the cost of funds
played a greater role in determining investment costs
than did variations in tax policy during this period.
More recently, Auerbach and Hassett (1991a, 1991c)
found that investment in equipment was somewhat
influenced by the Tax Reform Act of 1986, but that
investment in structures appeared to be unrelated to
the revised tax provisions.4

Despite the keen interest in
business taxes, tax policy is not

necessarily the major factor
influencing capital costs.

The cost of capital by indust~y and asset. This study
constructs separate measures of the cost of capital for
each of the 11 assets used by the 10 industries shown
in Table 1. (Because not all industries use each type of
asset, the study has 59 rather than 110 industry-asset
combinations in total.)

The cost of capital is defined as follows:

(1) Cij = [pkij/poi] * [r + dij]
¯ [1/(1 - t)] * (1 - kij - t * zij)

where the subscripts i and j refer to industry and
asset, respectively. The first term is the real purchase
price per unit of capital. It .equals the acquisition cost
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of the asset, pk, relative to the output price for the
industry, po. In this study, the acquisition cost varies
by industry because each industry uses a different
mix of assets within each of the 11 aggregates. (Most
importantly, industries use different ratios of com-
puters and other information processing equipment
within the information processing aggregate.)

The second term is the annual economic cost of
using the asset. It consists of a real cost of funds, r,
plus the rate of economic depreciation for the asset,
d.s The cost of funds depends both on the risk
premium demanded by financial markets and on how
businesses finance their capital expenditures.6 Dif-
ferent studies of the cost of capital have varied greatly
with respect to measuring this term, and no consen-
sus has emerged on which method is most appropri-
ate (Bosworth 1985; Poterba 1991b).7 This study
adopts a weighted average of debt and equity costs,
with weights varying according to the desired pro-
portions of debt and equity finance.8 This measure is
applied to all assets and industries. The economic
depreciation rate is higher for short-lived assets such
as computers and automobiles than for long-lived
assets such as buildings.

The third term reflects the taxation of returns. As
a result of income tax at rate t, to earn one dollar net
of tax, capital must earn 1/(1 - t) gross of tax.

4 Auerbach and Hassett (1991a) estimated investment equa-
tions for equipment and structures through 1985. They found that
equipment investment was consistent with the predictions of their
econometric model in 1986 and 1987, but it was weaker than
predicted in 1988. Spending on structures was weaker than pre-
dicted in each year from 1986 to 1988, indicating either that factors
other than capital costs played a role, or that their measure of
capital costs was flawed. One acknowledged difficulty of econo-
metric models is measuring business expectations about future tax
policy. Another is accounting for the full complexity of changes in
tax laws--such as the 1986 expansion of the minimum tax and
introduction of tighter accounting provisions. Auerbach and Has-
sett (1991c) introduced refinements on their methodology on these
points, and they examined disaggregated categories of equipment
and structures. They found that the 1986 tax law appeared to play
a role in reducing equipment spending, but the pattern for dif-
ferent types of structures could not be explained by the provisions
of tax reform. A separate study by Poterba (1991a) noted a sharp
drop-off in the formation of real estate partnerships after the 1986
tax reform was enacted, but did not specifically examine nonresi-
dential construction.

s Some studies add the expected future rate of change in
capital goods costs to this term. For example, Auerbach and
Hassett (1991b, 1991c) consider the expected change in investment
incentives (since this effectively changes the acquisition cost of
capital goods). One version of the regressions in section IV of this
study added such a term, but it did not improve the results. More
experimentation with alternate measures, including the prices of
specific assets, is a potential subject for future research. For
example, if correctly anticipated, falling output prices over much of

The final term indicates the effective reduction of
the purchase price resulting from investment incen-
tives. This study will refer to this term as the "tax
price" of investing. Some assets are eligible for an
investment tax credit at rate k. The variable z repre-
sents the present discounted value of depreciation
allowances per dollar of purchase price. These allow-

Historically, asset prices, output
prices, financing costs, and tax

policy have all influenced the cost
of capital, to varying degrees.

ances are deducted from taxable income, thus saving
the firm t * z in tax obligations.9 Because allowances
are specified in current dollars, a nominal discount
rate is used to compute z.

Historically, asset prices, output prices, financ-
ing costs, and tax policy have all influenced the cost
of capital, but to varying degrees. (For details regard-
ing the calculations, see the Appendix.)

Prices. Starting in the early 1970s, the price of
information processing equipment began falling dra-
matically, thus encouraging investment in this asset

the sample period would increase the second term in equation (1),
indicating the cost advantage of postponing computer purchases.

6 The dependence of capital costs on financing methods is
based on empirical observations rather than on theory. In theory,
firms would pick that leverage ratio at which the marginal costs of
financing by debt and equity were equal. However, analysts who
have attempted to measure these costs tend to find that the cost of
debt finance is lower than the cost of equity finance. Thus,
economists still lack an understanding of why companies do not
increase their leverage.

7 Real interest rates were very low in the mid to late 1970s, and
then very high in the mid to late 1980s. Equity costs exhibited the
reverse pattern. Therefore the cost of capital can vary enormously
depending on the relative roles assigned to debt and equity. The
measurement problems become more acute in the context of a
disaggregated study, because financing methods and risk premia
vary across industries, and possibly across assets. For example,
some types of capital can be sold readily in resale markets, and
therefore may be amenable to financing by debt, which has a
different cost than equity (Bosworth 1985; Gordon, Hines, and
Summers 1987).

a This cost of capital measure comes from a model of the
economy developed at the Federal Reserve Board; see the Appen-
dix.

9 This study does not account for the tax consequences of
churning assets. See Gordon, Hines, and Summers (1987).
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Figure 2
Selected Capital Goods and

Output Price Deflators,
1955 to 1989
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by all industries. Taking durable goodsmanufactur-
ing as an illustration, the price deflatorfor informa-
tion processing equipment (pk) in the late 1980s was
estimated to be one-half of its level in the early 1970s,
and the output price deflator (po) for durables more
than doubled during this period (Figure 2). Thus, the
real price of information processing equipment
(pk/po) fell to roughly one-quarter of its early 1970s
value. In some other industries--such as finance and

insurance--nominal information processing equip-
ment prices fell even more because computers ac-
count for a greater share of information processing
equipment. The prices of most other capital goods
have tended to move roughly in line with general
inflation. One notable historical exception is trans-
portation equipment: its price fell considerably be-
tween the mid 1950s and the mid 1960s.

During the 1980s, output price inflation was
higher in service-producing industries than in goods-
producing industries, thereby reducing the real cost
of purchasing capital goods for the former industries,
compared to the latter (Figure 2, bottom panel).
Manufacturing output prices fell slightly during the
1980s, and prices of mining industry output (which
includes petroleum) rose almost sixfold between 1973
and 1982, but then fell by over 40 percent between
1982 and 1986. Inflation rates for finance and insur-
ance and for services were higher than general infla-
tion in the 1980s. These price movements discour-
aged investment by goods-producing industries and
encouraged investment by service-producing indus-
tries.

Cost of funds. Movement in the cost of funds
tended to make investment less costly in the second
half of the 1970s and more costly in the 1980s. As
indicated in Figure 3, the cost of funds (r) was fairly
level from 1960 through the early 1970s. It fell in the
mid 1970s as real interest rates declined, and then
rose sharply during the early 1980s. The cost of funds
remained high in the latter half of the 1980s.

These changes tended to influence overall levels
of investment: increases in the cost of funds blunted
some of the stimulus to investment associated with
the 1981 tax act and reinforced the increased tax costs
from the 1986 act. They also may explain some of the
shift away from structures observed during the late
1980s, since capital costs for long-lived assets are
particularly sensitive to the cost of funds.l°

Tax rates. Until the substantial reduction under
the 1986 Tax Reform Act, movements in the statutory
corporate income tax rate were minor, thus having
little influence on capital costs. The corporate income
tax rate (t) decreased gradually from 52 percent in
1954 to 46 percent in 1979, where it remained through
1986. As a result of the 1986 Tax Reform Act, business
profits have been taxed less heavily, as the corporate
income tax rate fell to 40 percent in 1987 and 34
percent in 1988.11 All else equal, these changes re-
duced the cost of capital for all assets and industries
by 18 percent--the rate of change in [1/(1 - t)]--
between 1986 and 1988.
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Figure 3

Cost of Funds, 1955 to 1989
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Figure 4
Tax Price by Asset,

Durable Goods Manufacturing,
1955 to 1989
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Tax price. The tax price for equipment varied
surprisingly little until the Tax Reform Act of 1986.
Since tax policy differs more across assets than indus-
tries, Figure 4 illustrates the effect of incentives in a
representative industry, durable goods manufactur-
ing. The introduction of the investment tax credit in
1962, as well as its reinstatement in 1971 after a
suspension in 1969 and 1970, reduced the tax price for
equipment somewhat. For industrial equipment, for
example, the tax price fell by 8 percent between 1960
and 1980. The acceleration of depreciation in 1981
might have been expected to increase the incentive to
invest, but its effect was offset by higher interest
rates, leaving the tax price approximately unchanged
through the first half of the 1980s.12

Because cost recovery periods for structures tend
to be relatively long, rising inflation increased the
discount rates used in calculating the present dis-
counted value of allowances so as to more than offset
successive reforms that shortened allowable tax lives
during the 1960s and 1970s.13 The tax price for
industrial structures used by durables manufacturers
rose by 20 percent between 1960 and 1980. The more
substantial shortening of tax lives in 1981 had a larger
effect. Even after accounting for higher interest rates,

~o For long-lived assets (with low d), the cost of funds is a
greater fraction of r + d than it is for short-lived assets (with high
d).

This study abstracts from the endogeneity of the cost of funds.
For example, when businesses expect a high rate of return on
investment, they may choose to invest more and to pay higher
yields to their creditors and shareholders. Thus, investment may
influence the cost of funds, as well as the other way around
(Kopcke 1988). Other elements of the cost of capital may also be
endogenous. For example, a higher demand for capital would tend
to raise the price of capital. On the other hand, if investment is
expected to be weak, policymakers may expand tax incentives for
investment. Proper treatment of these linkages would require
implementing a simultaneous equations model of the economy.

n Following standard practice, this study uses the corporate
income tax rate even though noncorporate businesses account for
some investment. Personal income tax rates were also reduced as
a result of the 1986 tax reform.

~2 As noted in the Appendix, depreciation allowances are
discounted by the Moody°s Baa rate times the quantity one minus
the corporate income tax rate. The Moody’s Baa rate rose from
13.67 percent in 1980 to over 16 percent in 1981 and 1982. Auerbach
and Hassett (1991a) find an increased incentive to invest during the
early 1980s because they use the sLx-month commercial paper rate
to discount allowances. This rate also rose between 1980 and 1981,
but it fell in 1982.

13 The estimated discount rate was 2.5 percent in 1960, 4.6
percent in 1970, and 7.4 percent in 1980.
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Figure 5

Cost of Capital, 1955 to 1989
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the tax price for structures investment fell by about 5
percent between 1981 and 1985 (Figure 4). This may
help to explain the falling share of investment in
structures during the 1960s and 1970s, and the rising
share in the early 1980s.

By eliminating the investment tax credit and
altering depreciation allowances, the Tax Reform Act
of 1986 reduced investment incentives, especially for
equipment (Figure 4). As a result of the elimination of
the investment tax credit in 1986 and the longer tax
lives starting in 1987, the tax price for equipment
categories used by durable goods manufacturers rose

by over 30 percent from 1985 to 1988.14 The tax reform
also eliminated accelerated depreciation for struc-
tures. For durable goods manufacturers, the result
was an increase in the tax price of 22 percent for
commercial buildings and 26 percent for industrial
buildings. However, the reduction in the corporate
tax rate offset more than half of the tax price increase
for equipment and most of the increase for structures.
In light of these changes, many analysts expected
equipment to be affected more adversely than struc-
tures by the 1986 tax reform. But, as is clear in Table
1, such a shift did not occur.

Summary. The results for the cost o~ capital are
illustrated in Figure 5 for durables manufacturing and
finance and insurance. (Data for additional industries
are presented in Appendix Table 3.) Largely because
of falling prices (shown in Figure 2), the cost of
investing in information processing equipment de-
clined from the early 1970s until the mid 1980s, and
then stabilized as a result of the higher costs imposed
by the Tax Reform Act of 1986.

For other assets, the cost of capital rose in the
1980s, as a result of a high cost of funds (shown in
Figure 3) and also as a result of reduced incentives for
investment under the 1986 tax reform (shown in
Figure 4). The repeal of the investment tax credit in
1986 increased the cost of capital for equipment.
Longer tax lives and the mandated use of straight-line
depreciation increased the cost of capital for struc-
tures starting in 1987, but this was largely offset by a
lower corporate income tax rate.

Policymakers justified the sharp tax increase for
equipment in 1986 by noting that they were "leveling
the playing field" by introducing more similar tax
treatment for equipment and structures.~s Some op-
ponents countered that discouraging equipment in-
vestment was particularly harmful to economic
growth.~6 In the wake of this debate, it is somewhat
surprising that the change in the relative cost of
capital for equipment versus structures was not all
that large from an historical perspective (Figure 6).
The steady erosion in the value of depreciation allow-
ances for structures because of rising inflation during
the 1960s and 1970s (shown in Figure 4) created far
greater incentives for businesses to alter the compo-
sition of their capital expenditures than did the 1986
tax reform.17 Once non-tax elements of the cost of
capital~particularly the cost of funds--are consid-
ered, the cost of equipment relative to the cost of
structures was only slightly higher in the 1987-89
period than it had been from 1981-84.

Movement in industry, output prices during the
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Figure 6
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1980s also affected capital costs. Services prices gen-
erally rose more than goods prices (shown in Figure
2). Therefore, services-producing industries faced
lower capital costs than goods-producing industries,
even when comparing assets with similar tax treat-
ment (compare top and bottom panels of Figure 5).

Taken together, these changes appear consistent
with investment patterns seen in sections I and II.
The declining cost of information processing equip-
ment contributed to its greater share of investment in
the 1970s and 1980s. Movements in relative costs in-
dicate why other equipment increased while struc-
tures fell as a share of investment through the 1970s,
and why shares of both categories decreased during
the 1980s. Relatively high increases in prices of
finance and insurance and services products contrib-
uted positively to the demand for information proc-
essing equipment and commercial buildings. Mean-
while, weak prices for manufactured products
depressed demand for industrial buildings.

Other Determinants of Invest~nent: Output and
Cash Flozo

The evidence on capital costs seems to accord
well with changes in the composition of investment,

but a statistical test of these results requires control-
ling for other influences. As noted above, firms may
use current output in determining the desirability of
adding new capacity.18 Even though section II noted
no pronounced secular changes in output shares by
industry during the 1980s (except for mining), for
some industries output has varied significantly over
business cycles. In manufacturing industries, espe-
cially the durables sector, output turned down
sharply in recessions, such as the period 1980-82.
Construction is also highly cyclical. Service-produc-
ing sectors have been more stable. Output is entered
as a separate influence on investment in the regres-
sions in section IV.

Economists have long observed a positive rela-
tionship between business investment and internal
cash flow. Cash flow equals profits plus write-offs
that provide cash but are not included in industry
profits. Although some observers view cash flow as a
general indicator of industry conditions, a recent
literature has stressed its importance in light of im-
perfections in capital markets. In evaluating new
issues of stock, potential shareholders may feel that
they have poorer information about the firm’s pros-
pects than does the firm’s management, and there-
fore may be unwilling to purchase stock without
receiving a discount from the going price. Accord-
ingly, corporations find it expensive to issue new
shares because they must give up a large ownership
stake per dollar raised. Thus, internal funds may
effectively constrain capital spending if information is
asymmetric. Additionally, companies with a volatile
cash flow may incur sizable interest rate premia when
they borrow because potential debtholders are con-
cerned with bankruptcy risk. This extra cost may
cause companies to defer some investment projects if
internal funds are unavailable. Some recent evidence

14 The discount rate changed only slightly between these two
years.1~ The studies reviewed in Henderson (1991) indicate that
effective tax rates for equipment and structures did become more
nearly equal as a result of the 1986 tax reform.

16 See DeLong and Summers (1990) for a cross-country com-
parison of equipment investment and economic growth rates.

t7 The economic depreciation rate for equipment is higher
than that for structures, causing the cost of capital for equipment to
be higher than that for structures in all time periods. Figure 6 also
reflects changes in the cost of funds over time.

la They may also be guided by current returns to capital. One
alternative to the specifications in section IV considered interest
plus pre-tax profits instead of output. Another entered tkis vari-
able in the denominator of the cost of capital, as in the Auerbach-
Hassett studies. Neither approach helped to explain investment
patterns.
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Figure 7

CashFlow Relative to Capital Stock,
by Industry, 1955 to 1989
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Source: Authors’ calculations; details in Appendix.

has supported this view, although most of the re-
search concentrates on manufacturing.19

Figure 7 shows cash flow (measured as retained
earnings plus capital consumption allowances) rela-
tive to the vaiue of each industry’s capital stock.2°

(See the Appendix for further details.) The durable
goods manufacturing industry has experienced high
variation in cash flow, as well as some secular dete-
rioration starting in the 1970s. Cash flow was rela-
tively strong in good economic times--such as the
mid to late 1980s--but it dropped considerably in
recessionary periods. In fact, the recessions of the
early 1980s caused profits to fall by enough to offset
the boost to cash flow accorded by the liberalization
of depreciation allowances in the 1981 tax act. Cash
flow in nondurables manufacturing industries is
somewhat less volatile, and it has not deteriorated
over time.

Among the remaining industries, cash flows are
relatively volatile in agriculture and in construction.
For both industries, cash flow fell in the early 1980s,
and recovered in the second half of the decade. These
industries also have many small firms, thus suggest-
ing possible binding constraints on investment. By

19 Fazzari, Hubbard, and Petersen (1989) found that cash flow
was an important determinant of investment, especially for firms
that retain nearly all of their income and therefore cannot alter
dividend payments to raise funds. Petersen and Strauss (1991)
found that investment by durable goods manufacturing industries,
which tend to be highly cyclical, is more sensitive to cash flow than
investment by nondurable manufacturing industries, which tend
to be less cyclical. Petersen and Strauss found no independent role
for the cost of capital. In addition to these industry studies, Kopcke
(1985) and Auerbach and Hassett (1991a) found that economy-wide
cash flow was a determinant of aggregate investment. Compara-
tively little work has focused on specific nonmanufacturing indus-
tries. However, a recent study found that cash flow affected
investment by small hospitals and unaffiliated hospitals, but not
large or affiliated hospitals (Calem and Rizzo 1991).

20 Retained earnings are calculated net of dividends but gross
of share repurchases. In recent years, total share repurchases have
increased as a proportion of total payouts, and are estimated to
have exceeded dividends in 1988 and 1989 (Gordon and Mackie-
Mason 1991). (Data on share repurchases are not available by
industry.) Because it is based on retained earnings, the cash flow
measure used in this study (and many other studies) treats payouts
to shareholders inconsistently. This asymmetry may be justified if
dividends are viewed as much less discretionary than share repur-
chases: companies tend to maintain fairly constant ratios of divi-
dends to after-tax earnings, perhaps indicating that they feel
constrained by past practices. As an alternative to the usual
measure of cash flow, this study also investigated after-tax profits
gross of dividends and share repurchases, as in Auerbach-Hassett
(1991a). One weakness of this alternative approach is that the
dividend data in the national income and product accounts refer to
dividend payments by the industry net of dividends received from
other industries. Conceptually, dividends received should be in-
cluded in the industry’s cash flow (as in retained earnings), not
excluded (as in the after-tax profits measure).
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contrast, cash flow for the transportation, communi-
cations, and utilities industry and for services has
been extremely stable.

For two nonmanufacturing industries, the avail-
able data do not provide a good measure of internal
funds. Mining firms are able to deduct intangible
drilling expenses and depletion allowances, and fi-
nance and insurance companies are allowed special-
ized reserves (such as for bad debts). Thus, cash
flows for these industries are not included in the
analysis.

IV. Econometric Estimates
Section III has discussed incentives for invest-

ment; this section investigates the significance of the
cost of capital, controlling for cash flow and output.
The specification is parsimonious in order to focus on
fundamental hypotheses about cost and demand
factors.21 The following annual time series equation is
estimated by industry and asset for the period 1955 to
1989:

(2) IijKij = a + bl * % + b2 * CFi/Ki + b3 * Oi/Ki

where i refers to the industry, j refers to the asset,
and the variables are defined as follows:

I gross investment (in constant dollars)
K beginning-of-period net capital stock (in con-

stant dollars)
c cost of capital

CF cash flow (in constant dollars), lagged one
period

O output (in constant dollars).

The expected sign for bl is negative. If cash flow
is a significant constraint on investment, or if it
indicates expected returns to investing, then b2
would be positive. If output influences investment,
then b3 would be positive. Because the model is
relatively simple and omits lagged values of the
explanatory variables, the errors are likely to be
serially correlated. Accordingly, the equations are
estimated assuming a first-order autoregressive pro-
cess in order to capture adjustment lags.

The equations for each industry are estimated as
a system, using the Zellner "seemingly unrelated
regressions" procedure. Under this method, informa-
tion about the contemporaneous correlations be-
tween the error for one asset demand equation and
the error for each of the other asset demand equa-
tions is used in determining the coefficients. In effect,

this procedure uses information on capital costs for
all assets used by the industry to estimate each
equation.

Regression Results

For six industries, the results indicate that in-
creases in the cost of capital discourage investment.
These are agriculture, mining, construction, durables
manufacturing, nondurables manufacturing, and fi-
nance and insurance. (Table 4 shows regression re-
sults for these six industries for all assets that ac-
counted for over 3 percent of industry investment
during the 1985-89 period.22 Data for the dependent
variable (I/K) are summarized in Appendix Table 2.
The results for the remaining industries are presented
in Appendix Table 4; neither the cost of capital nor
the other variables accounted for the investment
behavior of these industries.)

Section III had noted that changes in capital
goods and output prices seemed to account for some
recent shifts in investment patterns; these factors are
often excluded from studies focusing on tax policy.
The following exercise confirms their importance.
Capital costs were recomputed using aggregate price
deflators for equipment and structures in place of pk
and the implicit GNP price deflator in place of po.
With these changes, the cost of capital is a significant
factor only for three construction assets and one asset
in each manufacturing industry--and no assets in
agriculture, mining, and finance and insurance.

The findings for cash flow and output vary
across industries.23 Cash flow has mattered in agri-
culture (which was expected given the importance of
small firms), but output has not. As discussed in
section III, measures of cash flow are unavailable for
mining and finance and insurance. Output is highly
significant in mining--where it is very variable--but
not in finance and insurance. For the remaining
industries--construction, durables manufacturing,
and nondurables manufacturing, the evidence indi-
cates some significance for both cash flow and out-

2~ For simplicity, this study does not consider non-capital
inputs and environmental regulations that may affect the demand
for capital (Jorgenson and Wilcoxen 1989; Shapiro 1986; Tannen-
wald 1981).

22 Equations for the remaining assets were included in the
estimation procedure (if investment was generally above $!00
million).

23 A separate set of regressions investigated cash flow gross of
dividends (see footnote 20). These results were similar to those
using the original measure, and are not reported separately.
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Table 4
Regression Results

Industry
Asset Constant

Agriculture
TRNEQ .147 .086
OTHEQ .217"** -.704***
FRMST .054 -.232"*

Mining
OTHEQ -.097 -.161"*
MINST -.002 -.535""

Construction
INFEQ -.380 -.389"
INDEQ .012 -.157
TRNEQ .055 -.316"**
OTHEQ .144"* -.797***
COMST .052 -.552"**

Memo:
Share of
Industry

Cost of Autoregressive Adjusted Investment,
Capital Cash Flow Output Parameter ~2 1985-89

.510 .... .178 .812"** .559 .07

.153" .094 .603"** .849 .71

.078* -.049 .964"* .899 .16

.545*** .695*** .886 .11

.313"** .915"** .817 .83

2.585* .097 .529*** .107 .09
.421’* .015 .213" .104 .12
.137 .062*** .352*** .461 .13
.229 .053*** .387** .619 .55

-.190 .050*** .509*** .710 .12
Durables Manufacturing

INFEQ .250*** -.373"** 1.123"** .701"** .537 .28
INDEQ .063*** -.139" .438*** .480*** .789 .51
TRNEQ .237*** -.296"** .264 .330 .04
I NDST .011 -.220 .555*** .686*** .780 .15
INFEQ .406*** -.323’** .022 .525*** .434 .28
INDEQ .007 -.152" .112"** .601 *** .733 .51
TRNEQ .050 -.359"** .209*** .320** .584 .04
INDST -.038 -.251 * .125*** .615*** .661 .15

Nondurables Manufacturing
INFEQ 1.014"** -.435** .545 -.763*** .787*** .502 .18
INDEQ -.080 -.068 .248*** .152"** .880*** .722 .59
TRNEQ .242** -.511"** -.210 .166"* .166"* .477 .04
INDST -.108 .014 .294*** .121" .835*** .694 .16

Finance and Insurance
INFEQ .578*** -.220*** .005 .651 *** .761 .65
INDEQ .262*** -.937** .055* .506*** .442 .04
TRNEQ .139"*" -.517"** .134"** .327*** .671 .09
OTHEQ .454*** -1.087"** .003 .661"** .430 .10
CQMST .076* .048 .019 .833*** .717 .12

"Significanl at the ,10 level. "Significant at the .05 level. "*Significant at the .01 level.
Note: Period of estimation = 1955 to 1989. INFEQ = information processing and related equipment. INDEQ = industrial equipment. TRNEQ =
Iransportation and related equipment. OTHEQ = other producers durable equipment. INDST = industrial structures. CQMST = commercial
structures. FRMST = farm structures. MINST = mining exploration, shafts and wells.

put. (In durables manufacturing, the correlation be-
tween cash flow and output is very high, so separate
equations were estimated with these variables.)

Regression Fit since the 1986 Tax Refo~n Act

Table 5 indicates how these equations fit the data
in the period since the 1986 tax reform. To present the

results more concisely, equipment and structures are
aggregated for each industry. On the whole, actual
values for the investment-to-capital ratio are some-
what lower than the fitted values, as in the Auerbach-
Hassett (1991a) study. Thus, the economic conditions
for investment were less favorable than accounted for
in the model during this period. However, in contrast
to most studies that find structures investment rela-
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Table 5
Actual versus Fitted Investment Data,
1987-89 Average

Industry
Asset

Agriculture
Equipment
Structures

Fraction of
Investment-to- Investment in
Capital Ratio Equipment

Actual Fitted Actual Fitted

.125 .131 .811 .805

.025 .027

Mining
Equipment .083 ,099 .151 .151
Structures .076 .093

Construction
Equipment .182 .234 .881 .848
Structures .04t .071

Durables
Manufacturing

Equipment .153 .165 (.173) .806 .819 (.807)
Structures .062 .063 (.070)

Nondurables
Manufacturing

Equipment .132 .127 .831 .826
Structures .055 .056

Finance and Insurance
Equipment .386 .410 .899 .907
Structures .135 .131

Note: The iwo entries for durables manufacturing represent lhe results
of the specifications using cash flow and output, respectively.
Source: Regressions summarized in Table 4, Calculations use actual
capital stocks for investment weights,

tively difficult to explain, the fitted values for struc-
tures are as accurate as those for equipment. There-
fore, even though the estimated levels for both
equipment and structures are too high, the shares of
equipment and structures in total investment are
estimated quite precisely.

V. Conclusions
As a fraction of total investment, information

processing equipment has risen tremendously since
the early 1970s. This category, which includes com-
puters, now accounts for about one-third of total real
nonresidential investment. Despite the perception
that investment in commercial structures (such as
office buildings and stores) grew rapidly during the

1980s, their share of total business investment was
similar to what it had been in most earlier periods.
However, their perceived importance can be ex-
plained by their unusually low share of total invest-
ment in the late 1970s, as well as the fact that they
now account for about one-third of structures invest-
ment. Most other assets have declined as a share of
business capital spending over the past decade. In-
dustrial plant and equipment decreased markedly.

The declining price of information processing
equipment has caused the cost of investing in this
asset to fall. This dramatic price decrease since about
1970, reflective of enormous technological advances,
swamps the variations observed in financial costs or
taxes. Thus, all industries have had an incentive to
increase the intensity with which they use informa-
tion processing equipment. This result extends the
findings of Bosworth (1985) for the early 1980s.

In addition, industrial composition has mattered
in the 1980s. Shifts in industry demand---most nota-
bly higher investment by finance and insurance--
boosted purchases of information processing and
commercial structures. With the exception of a pro-
nounced swing in mining, however, changes in the
industrial composition of national output were minor
and cannot explain the investment trends by indus-
try. Instead, investment became relatively more af-
fordable for some industries, and less affordable for
others. The service-producing sectors--such as fi-
nance and insurance, trade, and services---enjoyed
above-average increases in the price of their output
during the 1980s, which lowered their real cost of
acquiring capital goods. By contrast, mining and
manufacturing output prices were weak, making
capital goods purchases effectively expensive,
thereby lowering demand for industrial plant and
equipment. Durable goods manufacturing, agricul-
ture, and construction were also hurt by lowered cash
flows in the early 1980s, as a result of low profits.
Cyclical swings in output have also affected invest-
ment demand by manufacturers and construction
firms.

Tax policy, combined with the effects of inflation
and interest rates, was responsible for greater
changes in the relative costs of equipment and struc-
tures during the 1960s and 1970s than in the 1980s. In
the 1960s and early 1970s, the introduction of the
investment tax credit and the interaction of unin-
dexed depreciation rules with higher interest rates
increasingly favored equipment over structures. As
noted in previous studies, tax law changes in the
1980s did have differential effects on equipment and
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approach that provides a single rate in each time period for
all assets and industries. The variable r (in equation 1) is
taken from an econometric model developed at the Federal
Reserve Board, and equals a variable-weighted average of a
real after-tax corporate bond rate and a dividend-price
ratio. The weights reflect the estimated financing of mar-
ginal investments in order to move toward a target leverage
ratio determined by the current differential between debt
and equity costs. For a further description and comparison
with other measures of the cost of funds, see Bosworth
(1985).

Economic Depreciation

The economic depreciation rates were aggregated from
the estimates for 51 assets provided in table 13B of Jorgen-
son-Yun (1989) using investment weights for each of the
industry-asset combinations. The data from Jorgenson and
Yun do not vary over time, but in the data set for this study
the investment weights change over time. For example,
within information processing equipment, computers (with
an economic depreciation rate of 0.2729) rise relative to the
other assets, whose depreciation rates are lower. Thus, all
else equal, investment in information processing equip-
ment requires a greater threshold rate of return. However,
the available information does not provide a faster rate of
obsolescence for computers over time--as might in fact be
expected during periods of rapid technological advance.

Investment hzcentives

To estimate the rate of investment tax credit, this study
began with information on the statutory investment tax
credit rate. For years during which the rate was changed,
the statutory rate was set equal to the fraction of months for
which the credit was applicable. The investment tax credit
was initiated at a 7 percent rate in 1962, repealed in 1966,
reinstated in 1967, repealed in 1969, reinstated in 1971, and
increased to 10 percent in 1975. The Tax Reform Act of 1986
rescinded the investment tax credit retroactively to the
beginning of 1986.

Some assets received the full credit, while others
(primarily shorter-lived equipment) were eligible only for a
partial credit, and most structures other than public utility
property were not eligible for a credit at all. Using Table 5.2
in Fullerton, Gillette, and Mackie (1987), the eligibility was
estimated for each of the 50 BEA asset categories and these
fractions applied, in order to derive an effective rate of
investment tax credit for each year. Investment weights
were used to derive a rate for each of the industry-asset
combinations. However, a zero weight was assigned to
those industry-asset categories where investment was neg-
ative (because sales of used assets were greater than pur-
chases of assets).

The calculation of the value of depreciation allowances
took account of five tax regimes: 1954-61, 1962-70, 1971-80,
1981-86, and 1987-89. In each period, a variety of sources
were consulted to determine the most accelerated method
commonly available for each of the BEA industry-asset
combinations. The main sources were Jorgenson and Sulli-
van (1981), Pechman (1987), and U.S. Joint Committee on
Taxation (1987). (As a consequence, some of the results

differ from studies such as that of Jorgenson and Yun,
which attempts to use information on the fraction of
investment depreciated under the most accelerated method
possible. However, this study’s calculations attempt to
make use of information on how tax lifetimes for similar
assets may vary across industries, which other studies have
typically ignored.)

The stream of allowances was discounted at the
Moody’s Baa corporate bond rate times the quantity one
minus the statutory corporate tax rate for the year in which
the investment was made. The resulting present dis-
counted values of allowances were then aggregated to the
desired industry-asset combinations using the same invest-
ment weights as for the investment tax credit.

Finally, in 1962-63, the law specified that the basis for
depreciation allowances had to be decreased by the invest-
ment tax credit rate, and in 1982-85 by half the investment
tax credit rate. Accordingly, the computed values for z were
multiplied by (1 - k) and (1 - .5k), respectively, during
these two periods.

The simplest specifications for depreciation allowances
applied during the 1981-86 period as a result of the Eco-
nomic Recovery Tax Act. All assets were divided into five
categories. Equipment was depreciated over three or five
years and public utility property over 10 or 15 years,
according to schedules published in the law. Structures
(termed "real property") was depreciated over 15 years (19
years starting in 1984) using the 175 percent of declining
balance method, switching to straight line.

For all the other periods, depreciation policy was
considerably more complicated because of a multiplicity of
rules. Generally, depreciation schedules (such as double
declining balance, 150 percent of declining balance, and
straight line) differed between equipment and structures.
However, the greater complication arose from tax lives. The
laws specified some tax life guidelines applicable to gener-
al-purpose assets (such as trucks), other guidelines appli-
cable to assets used in a particular industry, and some
default guidelines by industry. These guidelines were re-
vised periodically by the Internal Revenue Service. The IRS
publications included numerous categories of assets--for
example, the 1962 guidelines included over 150 industries,
some of which had guidelines for over 100 types of assets.
Alternatively, taxpayers could use lives based on their own
experience if they could provide sufficient documentation.

This study relied on unpublished U.S. Treasury De-
partment estimates of tax lives for the 61 industries and 50
assets for the Asset Depreciation Range (ADR) system that
applied prior to the introduction of the Accelerated Cost
Recovery System. For the 1972-80 period, it was assumed
that companies used lifetimes equal to 80 percent of ADR
midpoints, the most accelerated method allowed. For the
1962-71 period, it was assumed that they used ADR mid-
point lives. Because the Tax Reform Act of 1986 assigned
assets to categories based on their ADR midpoints, these
rules could be applied in assigning lives for the 1987-89
period. For the 1954-61 period, no comparable information
was available. Instead, this study used the estimated Bul-
letin F lifetimes for 34 assets by Jorgenson and Sullivan
(1981), and extrapolated these to the remaining assets.
Thus, for this period, the estimates of z vary by asset but
not by industry.
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Cost of Capital

The resulting cost of capital described in equation 1 is
summarized in Appendix Table 3.

Cash Flow

Cash flow for each industry is measured as the sum of
undistributed corporate profits plus corporate capital con-
sumption allowances, deflated by the GNP implicit price
deflator. Profits and capital consumption allowances are
taken from the NIPA. Cash flow is then expressed as a rate
relative to the value of the corporate capital stock in the
industry. The corporate capital stock was obtained by
multiplying the total capital stock from the BEA tape by the
industry ratios of corporate to noncorporate capital stocks
from unpublished BEA data. For the alternative gross cash
flow measure, after-tax profits (also from the NIPA) replace
profits net of taxes and dividends.

Outpnt

Output is measured as the gross domestic product by
industry in 1982 dollars from the BEA. In the regressions, it
is expressed as a rate relative to the capital stock from the
BEA tape.

Regression Results for Other h~dustries

For four industries, the regression results did not point
to any consistent economic effects. These findings are
summarized in Appendix Table 4. The cost of capital did
not have a significant, negative effect on investment. For
three of these industries, cash flow and output were very
highly correlated (the correlation coefficients exceeded
0.85), preventing an assessment of their individual effects.
In these cases, cash flow and output were entered in
separate regressions.

For transportation, communication, and utilities, the
lack of robust findings may be due to several factors.
Regulators may require the industry to purchase a mix of
assets different from what would be purchased in the

absence of regulation. Also, the existence of nonprofit
cooperatives may blunt the effects of tax incentives. Ac-
cording to unpublished U.S. Treasury Department esti-
mates, between 13 and 20 percent of electric power invest-
ment in the 1980s was done by cooperatives. Finally, as
explained above, in the data set used here, investment is
recorded when it is completed. Given the long lags in the
construction of power plants, the tax parameters used in
this study may not appropriately reflect conditions at the
start of the project. One commentator for the Auerbach-
Hassett (1991a) study indicated that public utilities often
feel the effect of new tax laws only with a delay because of
pre-existing binding contracts specifying prior law.

For trade, the poor results may arise becaus~ the study
does not consider inventories, which form a large compo-
nent of investment spending for this industry and help to
determine the demand for warehouses, retail space, shelv-
ing, and other types of capital. The increased use of
computers to some extent probably reflects innovations in
inventory management. Also, as noted above, the data
refer to the industries that own the assets. The lack of
information on leased retail and wholesale space may be a
problem.

For nonresidential real estate, the regressions indicate
a negative effect from the cost of capital for equipment
categories, but not for structures, which account for the
bulk of purchases. Problems in these estimates probably
result from poor estimates of the capital stock due to
nonprofit organizations. In recent years, about one-third of
investment in real estate was due to nonprofits, and in the
absence of other information this percentage was also
applied to the capital stock. Finally, business decisions to
lease or own their structures could have affected the esti-
mates.

Finally, the services industry has undergone a trans-
formation over the last several decades that has probably
influenced the types of capital goods purchased. Business
services and health services grew from about one-quarter of
the industry capital stock in 1955 to about one-half in 1989.
Disaggregation of services may be necessary to detect a
relationship between demand for particular capital goods
and their costs.
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Appendix Table 1
Average Annual Investment by Industry and Asset
Millions of 1982 Dollars

Industry
Asset 1955-59 1960-64 1965-69 1970-74 1975-79 1980-84

Agriculture
INFEQ 1 1 2 6 11 26
INDEQ 520 444 347 322 247 139
TRNEQ 1789 1891 2505 2300 2802 1296
OTHEQ 6824 7021 10273 14010 16190 11540
INSST 23 17 16 17 21 23
FRMST 2975 3405 4001 4906 6894 4137
OTHST 88 114 158 207 190 193

Mining
INFEQ 17 24 14 46 68 77
INDEQ 344 623 743 562 993 553
TRNEQ 172 309 517 654 8t8 442
OTHEQ 3152 3025 4445 5607 8685 7172
INDST 1318 1659 1908 706 712 1057
COMST 108 191 115 236 413 1030
MINST 16360 14924 14377 13941 23591 38686
OTHST 39 191 288 295 220 102

Construction
INFEQ 38 53 56 49 157 393
INDEQ 358 448 601 861 1097 812
TRNEQ 725 1 !62 1216 1695 1316 686
OTHEQ 4121 3938 5323 6138 6359 3844
COMST 148 446 843 1513 1739 982

Durables Manufacturing
INFEQ 571 612 858 1173 3210 7982
INDEQ 11827 11625 20629 21495 24770 24720
TRNEQ 715 782 1323 1581 2410 1670
OTHEQ 363 372 603 591 550 681
INDST 4824 4900 10121 6699 7190 7608
COMST 656 950 494 857 553 642

Nondurables Manufacturing

198549

53
149
737

7762
63

1755
360

28
131
371

2789
5O7
423

20820
59

571
752
827

3532
771

13136
23811

1897
518

7301
459

INFEQ 427 553 793 1561 3994 5411 6096
INDEQ 9244 10652 16343 17877 21120 19991 20212
TRNEQ 460 582 870 1117 1738 1322 1520
OTHEQ 539 545 797 725 714 668 405
INDST 4032 4496 8804 6611 6615 6599 5612
COMST 523 843 424 885 662 646 419
OTHST 12 33 30 96 98 13 5

Transportation, Communication, and Utilities
INFEQ 2857 5366 8469 12164 18078 26158 31868
INDEQ 6417 6095 7167 10648 8505 8907 11313
TRNEQ 9029 10039 17078 18598 21350 18613 17712
OTHEQ 398 499 584 507 747 964 1059
COMST 744 699 869 1202 842 781 869
INSST 169 316 349 326 373 424 441
UTLST 17702 16389 23476 30420 29177 28079 27131
OTHST 322 387 525 614 469 270 534

Wholesale and Retail Trade
INFEQ 176 258 516 1137 2814 8093
INDEQ 889 1048 1537 1448 1325 1773
TRNEQ 1533 2230 4492 6796 6962 6404
OTHEQ 3894 4917 6800 7722 10275 13367
COMST 4800 6355 9030 11201 11160 14278

19101
2651

11900
19686
18591
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Appendix Table 1 continued
Average Annual Investment by Industny and Asset
Millions of 1982 Dollars
Industry
Asset 1955-59

Finance and Insurance
INFEQ 323 318 356
INDEQ 109 122 398
TRNEQ 265 382 1571
OTHEQ 276 303 667
COMST 2171 2998 3734

Nonresidential Real Estate

1960-64 1965-69 1970-74 1975-79 1980-84 1985-89

834 2316 9361 46615
958 1549 1969 2783

2068 3308 3201 6267
2083 3302 4004 7491
3407 2436 3432 8802

INFEQ 1350 1413 1978 2614 3532 5371 6276
TRNEQ 179 158 469 707 866 692 890
OTHEQ 2045 1954 3133 3621 4975 5109 4288
COMST 2313 2847 4823 6744 4172 12950 14672
INSST 2446 4459 5530 7351 4972 5383 5679
OTHST 132 308 558 884 728 833 890

Sewices
INFEQ 973 1320 2022 3543 4178 9469 18601
INDEQ 1100 954 1459 1928 1760 2337 3600
TRNEQ 1671 2200 5166 5951 7173 8268 13638
OTHEQ 2695 3180 4621 6679 8501 10744 13492
COMST 2146 2856 3302 4077 3105 2681 3406
INSST 1806 3651 3441 3812 2510 5485 7070
OTHST 53 28 88 83 47 20 38

Note: INFEQ = information processing and related equipmenl. INDEQ = industrial equipment. TRNEQ = Iransportation and related equipment.
OTHEQ = other producers durable equipment. INDST = induslrial structures. COMST = commercial structures. INSST = institutional and other
buildings. FRMST = farm structures. UTLST = public ulility struclures. MINST = mining exploration, shafts and wells. OTHST = olher nonresidential
structures.
Source: U.S. Bureau of Economic Analysis. See text of Appendix for description.
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Appendix Table 2
Investment to Capital Ratios (I/K) by Industry and Asset
ir~dustry

Asset 1955-59 1960-64 1965-69 1970-74 1975-79 1980-84

Agriculture
INDEQ .139 .115 .096 .104 .101 .069
TRNEQ .164 .184 .205 .171 .199 .094
OTHEQ .159 .169 .214 .229 .195 ,127
FRMST .071 .072 .074 .078 .091 .047
OTHST .090 .097 .103 .100 .073 .065

1985-89

.101

.088

.114

.021

.100

Mining
INDEQ .200 .195 .145 .090 .140 .064 .022
TRNEQ .146 .203 .219 .197 .180 .087 .081
OTHEQ .204 .193 .235 .238 .263 .163 .093
INDST .123 .115 .100 .034 .041 .063 .032
COMST .155 .168 .075 .129 .153 .207 .054
MINST .165 .128 .120 .122 .189 .224 .104
OTHST .063 .233 .175 .106 .062 .028 .017

Construction
INFEQ .345 .290 .236 .215 .571 .366 .292
INDEQ .144 .146 ,158 .171 .160 .094 .100
TRNEQ .193 .266 .212 .250 .177 .106 .179
OTHEQ .235 .232 .256 .250 .226 .137 .195
COMST .111 .213 .195 .180 .121 .053 .041

Durables Manufacturing
INFEQ .251 .228 .254 .262 .373 .374 .307
INDEQ .131 .112 .161 .128 .124 .105 .099
TRNEQ .158 .169 .214 .191 .215 ,127 .145
OTHEQ ,180 .159 .205 .160 .141 .158 .120
INDST .113 .091 .142 .072 .072 .070 .065
COMST .120 .122 .052 .083 .047 .056 .040

Nondurables Manufacturing
INFEQ .190 .239 .253 .342 .370 .266 .235
INDEQ .118 .128 .163 .142 .140 .115 .113
TRNEQ .129 .170 .191 .183 .202 .127 .131
OTHEQ .163 .188 .22I .168 .163 .149 .108
INDST .084 .084 .131 .076 .071 .066 .057
COMST .083 .109 .048 .092 .059 .056 .036

Transportation. Communication and Utilities
INFEQ .208 .245 .226 .205 .208 .198 .176
INDEQ .146 .102 .102 .122 .080 .079 .092
TRNEQ .105 .109 .156 .137 .138 .107 .108
OTHEQ .196 .200 .184 .157 .218 .203 .192
COMST .076 .064 .074 .087 .053 .049 .054
INSiF .107 .137 .106 .080 .080 .079 .075
UTLST .058 .051 .069 .078 .066 ,059 .054
OTHST .075 .079 .090 .083 .055 .031 .063

Wholesale and RetaiI Trade
INFEQ .311 .350 .405 .432 .413 .459 .390
INDEQ .146 .149 .171 .130 .116 .149 ,174
TRNEQ .175 .241 .306 .275 .208 .175 .236
OTHEQ .185 .198 .215 .224 .204 .222 .225
COMST .122 .117 .118 .106 .083 .088 .092
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Appendix Table 2 continued
Investment to Capital Ratio_s (~I/K) by In_dust~ and Asset
Industry
Asset            1955-59      1960-64      1965-69      1970-74 1975-79 1980-84 1985-89

Finance and Insurance
INFEQ .364 .245 .268 .434 .455 .563 .590
INDEQ .207 .154 .294 .285 .219 ,166 .170
TRNEQ .115 .147 .303 .179 .172 .1!6 .168
OTHEQ .219 .181 .275 .376 .255 .217 .277
COMST .140 .130 .112 .079 .051 .070 .140

Nonresidential Real Estate
INFEQ .224 .179 .214 .216 .232 .236 .205
TRNEQ .180 .173 .329 .228 .171 .109 .111
OTHEQ .267 .205 .265 .229 .253 .196 .169
COMST .159 .129 .145 .130 .064 .147 .110
INSST .091 .121 .103 .099 .053 .053 .052
OTHST .081 .150 .165 .150 .084 .077 .104

Services
INFEQ .269 .244 .258 .285 .231 .338 .330
INDEQ .256 .153 .189 .176 .130 .158 .184
TRNEQ .192 .191 .280 .187 .176 .168 .201
OTHEQ .252 .213 .234 .244 .228 .222 .219
CQMST .154 .130 .105 .978 .061 .051 .063
INSST .117 .162 .102 .090 .053 .104 .103

Note: INFEQ = information processing and related equipment. INDEQ = industrial equipment. TRNEQ = transportation and related equipmen.
OTHEQ = other producers durable equipment. INDST = ndustrial structures. COMST = commercial structures. INSST = institulional and olher
buildings. FRMST = farm structures. UTLST = public utility structures. MINST = mining exploration, shafts and wells. OTHST = other nonresidential
struclures.
Source: U.S. Bureau of Economic Analysis. See lext of Appendix for description.
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Appendix Table 3
Average Annual Cost of Capital by Industry and Asset
Industry
Asset            1955-59      1960-64      1965-69      1970-74 1975-79 1980-84 1985-89

Agriculture
INDEQ .170 .152 .136 .116 .099 .155 .217
TRNEQ .420 .365 .270 .216 .189 .278 .371
OTHEQ .191 .169 .145 ,122 .108 ,173 .233
FRMST .112 .084 .076 .073 .059 .095 .117
OTHST .106 .085 .079 .075 .065 .107 .131

Mining
INDEQ .427 .396 .386 .386 .254 .193 .334
TRNEQ 1.145 .991 .937 .870 .493 .433 .902
OTHEQ .365 .378 .433 .406 .266 .215 .374
INDST .267 .227 .261 .282 .156 .135 .233
COMST .446 .299 .360 .292 .158 .131 .236
MINST .149 .128 .134 .137 .098 .093 .142
OTHST .226 .208 .241 .252 ,147 .122 .206

Construction
INFEQ 1.481 1.538 t .271 .836 .397 .216 .184
INDEQ .397 .345 .250 .168 .138 .167 .174
TRNEQ .889 .766 .526 .345 .291 .354 .350
OTHEQ .369 .362 .280 .204 .174 .212 .223
COMST .344 .221 .168 .119 .090 .114 .117

Durables Manufacturing
INFEQ .562 .496 .632 .589 .329 .267 .200
INDEQ .151 .128 .125 .127 .121 ,161 .222
TRNEQ .444 .379 .317 .303 .289 .388 ,500
OTHEQ .187 .149 .140 .147 .136 .176 .244
INDST .100 .078 .084 .098 ,090 .127 .167
COMST .094 .071 .075 .086 .079 ,115 .150

Nondurables Manufacturing
INFEQ .384 .366 .417 .361 .234 .241 .196
INDEQ .118 .107 .I04 .112 .114 .155 .185
TRNEQ .409 .357 .306 .316 .313 .410 .444
OTHEQ .186 .162 .150 .161 .148 .186 ,213
INDST .085 .069 .070 .086 .081 .123 .134
COMST .080 .064 .067 .082 .077 .113 .125

Transportation, Communication, and Utilities
INFEQ .288 .231 .221 .228 .179 .175 .206
INDEQ .152 .130 .125 .120 .116 .137 .164
TRNEQ .220 .202 .184 .200 .200 .253 .309
OTHEQ .216 .184 .169 .181 . 170 ,205 ,237
COMST .099 .075 .080 .091 .080 .112 .124
INSST .116 .091 .096 .112 .100 .129 .148
UTLST .097 .074 .074 .087 .083 .106 .114
OTHST .094 074 .080 .093 .087 ,112 .116

Wholesale and Retail Trade
INFEQ .790 .820 .833 .579 .304 .265 .177
INDEQ .178 .150 .132 .132 .112 .150 .185
TRNEQ .457 .382 .302 .274 .271 .353 .384
OTHEQ .265 .216 .192 .185 .153 .197 .234
COMST .106 .075 .068 .075 .061 .105 .120
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Appendix Table 3 continued
Average Annual Cost of Capital by Industry and Asset
Industry
Asset           1955-59     1960-64     1965-69     1970-74     1975-79     1980-84     1985-89

Finance and Insurance
INFEQ .955 .999 1.418 1.045 .479 .288 .110
INDEQ .219 .162 .123 .118 .108 .138 .128
TRNEQ .729 .557 .232 .215 .217 .259 .227
OTHEQ .246 .191 .156 .158 .156 .192 .184
COMST .128 .090 .081 .087 .075 .106 .100

Nonresidential Real Estate
I NFEQ .274 .251 .257 .241 .191 .192 .180
TRNEQ .418 .395 .442 .418 .443 .512 .441
OTHEQ .247 .211 .192 .187 .171 .204 .201
COMST .099 .076 .077 .088 .081 .109 .109
INSST .104 .080 .080 .089 .083 .111 .109
OTHST .092 .073 .077 .087 .086 .110 .101

Services
INFEQ .546 .469 .469 .358 .254 .228 .165
INDEQ .255 .204 .169 .155 . 142 .168 .163
TRNEQ .555 .424 .334 .296 .287 .306 .280
OTHEQ .336 .266 .218 .198 .174 .202 .194
COMST .142 .101 .094 .097 .084 .111 .107
INSST .147 .104 .096 .098 .087 .113 .110

Note: INFEQ = information processing and related equipment. INDEQ = industrial equipment. TRNEQ = transportation and related equipment.
OTHEQ = other producers durable equipment. INDST = industrial structures. COMST = commercial struclures. INSST = institutional and other
buildings. FRMST = larm structures. UTLST = public utility structures. MINST = mining exploration, shalts, and wells. OTHST = other nonresidenlial
structures.
Source: See Appendix lext.
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Appendix Table 4
Additional Regression Results

Memo: Share
of Industry

Industry Cost of Autoregressive Adjusted Investment,
Asset Constant Capital Cash Flow Oulput Parameter ~a 1985-89

Transportation, Communication, and Utilities
INFEQ .108* - .011 1.649" .826"** .356 .35
INDEQ .035 -.095 1,179"* .762"’" .634 .12
TRNEQ .081"** -.337"** 2.108"** .216" .528 .19
UTLST .023 -.036 .677"*" .848"*" .740 .30

INFEQ ,391 .... .162 -.469"" .551 *** .332 .35
INDEQ .158"** .016 -.201 .651 "** .663 .12
TRNEQ .078 .... .388*** .426"** .251 *" .602 .19
UTLST .062"* -.019 -.001 .844’*" .698 .30

Wholesale and Retail Trade
INFEQ .440 .... .089 -.010 .536’** .145 .27
INDEQ .150’** .352 -.233’ .476"*" .204 .04
TRNEQ .323 .... .187 -.123 .477*** .316 .16
OTHEQ .226***       .040 -.062 .654*** .361 .27
COMST .058*** .121 .136"** .515"** .561 .26

INFEQ .351 .... .051 .031 .552*** .132 .27
INDEQ .063 .421 * .010 .474*** .148 .04
TRNEQ .188" -.238 .055 .500*** .338 .16
OTHEQ .209*** .065 -.001 .648*** .310 .27
COMST .019 .134 .032"** .441 *’* .668 .26

Nonresidential Real Estate
INFEQ .244 .... .132 -.023 .324"** .105 .19
OTHEQ .193 .... .056 .322*** .231"* .291 .13
COMST .080 ,188 .161 .628"*" .293 .44
INSST .020 .136 -.058 .982"** .870 .17
OTHST .064 .192 .309"* ,428"** .399 .04

INFEQ .255*** -.387* ,029 .161 .002 .19
OTHEQ .206 .... .834"** .113"** .192" .269 .13
COMST -.082 .735 .086"* .433"** .278 .44
INSST -.040 .281" .057** .796"*" ,834 .17
OTHST -.014 .243 .068 .548’** .409 .04

Services
INFEQ .346 .... .127 .262 -.028 .453"** .478 .31
INDEQ .077 .236 .505 -.010 .398*** .335 .06
TRNEQ -.084 -.588"* 1.145"* .152"* .268 .23
OTHEQ .213"** -.075 -.295 .035 .375"* .086 .23
COMST .033 .199 .091 -.028 .965"** .920 .06
INSST -.103 -.192 .060 .110"*" .788’** .841 .12

*Signilicant at the ,10 level. **Significant at the .05 level. *"Signilicant at lhe .01 level.
Note: Period of estimation = 1955 to 1989. INFEQ = intormalion processing and related equipmenl. INDEQ = industrial equipment. TRNEQ =
transporlation and related equipment. OTHEQ = olher producers durable equipment. INDST = industrial structures. COMST = commercial
structures. INSST = instilutional and other buildings. UTLST = public ulility structure. OTHST = other nonresidenlial slructures.
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