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This study suggests that U.S. monetary policy has been influenced
by forecasts of and past experience with three broad factors: inflation,
economic activity, and the monetary aggregates. The influence of each
factor has varied, however, within this common theme. In the past 22
years at least two specific changes have occurred: the October 1979 shift
to greater emphasis on a narrow measure of money and a shift in the
early 1980s from M1 targeting to M2.

The author models monetary policy econometrically, testing the
influence of numerous factors on monetary policy and investigating
whether a formal model can capture variations in these factors and in
the policy instrument. The study also tests the influence of a number of
other factors that are often thought to have an impact on monetary
policy, such as measures of fiscal policy, exchange rates, and stock
prices, as well as the President and Fed Chairman and the political party
in power. The results indicate that monetary policy does not react
systematically to these other factors. 3

Some countries with high inflation have adopted another nation’s
more stable currency: Panama uses the U.S. dollar, gaining price
stability and easier trade with its primary partner. But this arrangement
grants an interest-free loan to the government whose currency is used.
And the nation using the currency forgoes any income on the foreign
currency holdings.

One alternative, a currency board, achieves the other country’s
monetary stability without these costs. Currency boards issue a domes-
tic currency in return for the foreign currency, at a fixed exchange rate.
Boards also hold assets denominated in the foreign currency that are at
least equal in value—at a fixed exchange rate—to the total domestic
currency issued. Some have suggested that currency boards might
“rescue” the monetary systems of Eastern Europe and the former Soviet
Union. The author expresses a number of reservations. Above all, it is
unclear how a currency board can arrest inflation without like-minded
government policies: “Dramatic results should not be expected from the
inauguration of a currency board in the absence of other financial
reforms.”’ 14
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In the late 1980s, declining real estate values led to an increase in
nonperforming loans, which forced the shrinkage or failure of many
banks. Has a “credit crunch” resulted, as many small business repre-
sentatives insist? This article offers an overview of the Federal Reserve
Bank of Boston’s 1992 economic conference, which examined the crisis.
The first sessions explored the causes of the sharp fluctuations in real
estate values and construction activity, and the significance of economic
fundamentals, tax and regulatory policy, and speculation. The next two
sessions dealt with the effects of the real estate cycle on financial
institutions and credit availability. The final sessions considered the
implications of these problems for public policy.

The research presented at the conference and the discussions that
followed suggest that real estate markets are prone to speculative
bubbles and overshooting, because of construction lags and expecta-
tions created by past price appreciation. But procyclical regulatory policy
and tax code changes exacerbated both the boom and the succeeding
bust in real estate activity. This experience suggests that greater atten-
tion be paid to the short-term transition effects of policy changes, and to
excessive risk concentrations in lending institutions. 25

Inventories usually rise relative to sales during recessions, but they
have remained remarkably lean during the recent downturn and the
ensuing period of unusually slow growth. This article describes recent
changes in inventory management and then presents statistical evidence
that the introduction of these new techniques represented a structural
change for the U.S. economy.

The article also explores the implications of this structural shift for
the current recovery. In the long run, reducing inventories permits
greater efficiency and improves U.S. economic welfare. However, in the
short run, the transition to improved inventory management is exerting
a noticeable drag on the pace of economic growth. Presenting evidence
that the transition is not yet complete, the article concludes that the
ongoing introduction of lean inventory practices represents a structural
impediment to a rapid recovery. 37
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ust as consumers maximize their well-being (or “utility”’) subject to

their budget constraints and businesses maximize profits subject to

technological constraints, macroeconomic policymakers can, in prin-

ciple, be viewed as maximizing policy goals, subject to feasibility
constraints imposed by the behavior of the household, business, and
external sectors of the economy. For example, the central bank (hence-
forth the Fed) can control some policy instrument quite precisely, either
the volume of (some measure of) bank reserves or a price (some short-term
interest rate). The policy instrument is manipulated to achieve the best
feasible outcome in terms of the Fed’s ultimate objectives or policy goals.

In practice, the relationship between policy instruments and policy
goals is highly uncertain and may be quite complex. Any linking of
policy instruments and policy goals, even a fixed nondiscretionary
“rule,” presumes, at least implicitly, some knowledge of how the
macroeconomy works. Clearly, experts disagree on how best to model
the economy. In addition, monetary policy affects the economy only
after a lag. The policy decision made today has impacts months or even
years in the future and therefore presumes, explicitly or implicitly, some
forecast of future conditions. More fundamentally, economic policy may
have several goals, each of which takes on a different importance at
different times, and these goals can come into conflict.

Given the uncertainties, numerous factors have been offered as
possible influences on monetary policy. Some have argued that policy
depends importantly on the particular individual who is President of
the United States or Chairman of the Fed, or on the political party in
power. Others have argued that monetary policy depends on the stance
of fiscal policy—as measured by the federal deficit, the debt, or gov-
ernment spending. (See Dwyer 1985 for a review of this literature.) It
is widely believed that the Fed concentrates on stabilizing financial
markets, such as the foreign exchange value of the dollar, securities
prices, or interest rates.



This article develops a simpler approach; it finds
that monetary policy has been influenced by both
forecasts of and past experience with three broad
factors—inflation, economic activity, and the mone-
tary aggregates. The degree of influence of each
factor has, however, varied within this common
theme: in the past 22 years at least two specific shifts
have occurred, resulting in three “policy regimes.”
The most important shifts stemmed from differences
in the importance attached to the monetary aggre-
gates, as well as from changes in the appropriate
definition of “money.” Other shifts may have oc-
curred in policymakers’ forecast horizon and in their
preferred measure of economic activity. This study
finds no impact on policy from the particular individ-
ual who is Chairman of the Fed or President of the
United States, or from the political party holding the
Presidency. It also finds no systematic reaction to
various measures of fiscal policy, exchange rates, or
stock prices.

Policy Goals, Instruments, and Regimes

The primary goals of monetary policy are fairly
evident—low inflation and high levels of employ-
ment and economic growth. Monetary policy has
tended to “lean against the wind—tightening when
inflation is high and easing when economic activity is
low or falling. In addition, in its role as lender of last
resort, the Fed is concerned with stability in the
financial markets. This abstract objective could take
several alternative concrete forms—stabilization of
exchange rates, stock prices, interest rates (in partic-
ular, “even-keeling” during Treasury refundings), or
even the growth of some monetary aggregate. This
study looks for evidence of each of these motives. It
finds clear evidence of a role for money growth,
mixed evidence for interest-rate smoothing, and little
evidence for the other potential objectives.

Attempts to describe the Fed’s behavior, to char-
acterize it as “tight” or “easy,” depend importantly
on which variable is assumed to be the instrument of
monetary policy. If the Fed sets a short-term interest
rate, the quantity of reserves (and money) will be
determined endogenously by the public’s demand for
reserves. In that case, attributing demand-driven
movements in reserves (or money) to monetary pol-
icy would result in spurious correlations. Similarly, if
the Fed sets a reserve path, short-term interest rates
are determined by the demand for those reserves, so
that changes in interest rates cannot be attributed
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directly to policy. The validity of empirical efforts to
model monetary policy hinges critically on whether
the policy instrument has been correctly identified.
The terminology of the theory of monetary policy
has become a morass. In an authoritative guide,
Davis (1990, pp. 2-5) points out that policy instru-
ments are on the opposite end of the spectrum from
the “ultimate targets” of monetary policy. Examples
of instruments “include open market operations, the
discount rate, and in earlier periods, required reserve
ratios and Regulation Q ceilings on deposit interest
rates. Just one step along the spectrum beyond these
instruments are ‘operating targets,” measures that
can be controlled with a rather high degree of preci-
sion through manipulation of the policy instru-
ments.” Examples of “potential operating targets
include measures such as nonborrowed reserves, the
nonborrowed monetary base, and short-term money
market rates, most notably the federal funds rate.”
Even though open market operations are a pure
policy instrument, because the Fed has complete
control over the quantity of securities it purchases or
sells, the Fed's “operating target,” which cannot be
fixed exactly on a hourly, daily, or perhaps even
weekly basis, is a better empirical measure of the
monetary policy instrument. First, some open market
operations are purely “defensive” in nature; they are
conducted simply to offset shocks to the reserve
market and have no implications for monetary policy.
Second, the connotation of the word target in “oper-

The primary goals of monetary
policy are fairly evident—
low inflation and high levels
of employment and
economic growth.

ating target” can be misleading. Target is commonly
used in association with both intermediate targets—
such as monetary or credit aggregates or even nom-
inal GNP—and the ““ultimate targets” or policy goals.
The essential dimension of the spectrum running
from policy instruments to policy goals (or “ultimate
targets”) is the degree of precision with which the
measure can be controlled by policy. Clearly, control
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of intermediate targets and policy goals is highly
imprecise. In contrast, operating targets can be con-
trolled with a very high degree of precision over
periods as long as a quarter, a month, or even a week.
Because the focus of this inquiry is not the daily or
weekly behavior of the Fed but rather its behavior at
a quarterly frequency—the same frequency as GNP
data—referring to the “operating target” as a policy
instrument seems to be a useful simplification. Simi-
larly, a finding that financial market variables do not
have an important influence on monetary policy at a
quarterly frequency does not rule out the possibility
that financial market variables could affect the daily,
weekly, or even monthly timing within a calendar
quarter.

Over the post-World War II period, there have
been numerous changes in the Fed’s policy instru-
ment. (See Meulendyke 1990 for a more complete
account.) From World War II until the Treasury-
Federal Reserve Accord in March 1951, the Fed
pegged the yield of Treasury securities to minimize
the cost of Treasury financing. After the Accord,
throughout most of the 1950s and 1960s, Fed atten-
tion was focused on free reserves and short-term
money market rates. (See Poole 1971, p. 154.) The
acceleration of inflation in the late 1960s led to strong
criticisms of the Fed’s interest-rate targeting proce-
dures: rising nominal short-term rates should not be
construed as a restrictive policy in an environment of
accelerating inflation and money growth. (See, for
example, Friedman 1968.) In response to this dissat-
isfaction, the Fed retained the federal funds rate as
the primary guide to day-to-day operations but, start-
ing about 1970, formally adopted monetary growth as
an intermediate target influencing the federal funds
rate. (See DeRosa and Stern 1977; Ribe 1979; Meu-
lendyke 1990, pp. 461-62.) In contrast to an ultimate
target or policy goal, an intermediate target is of no
intrinsic importance but its behavior is thought to be
an indicator, ideally an early indicator or predictor, of
the ultimate policy goal. In this case, money growth
was used as a precursor of future inflation. The
enhanced attention to money growth was formalized
in a 1975 congressional resolution and embodied in
The Full Employment and Balanced Growth Act of
1978, known as the Humphrey-Hawkins Act.

October 6, 1979 marks a clear and abrupt shift in
monetary policy’s operating procedures. Rising infla-
tion, a falling dollar, and persistent overshooting of
the M1 growth targets combined to cause a shift in
emphasis to nonborrowed reserves, with an eye
toward greater control of money growth. This shift in
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Figure 1

Changes in the Federal Funds Rate,
Absolute Values

January 1970 to June 1992

Percentage Points
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Source: Board of Governors of the Federal Reserve System

policymakers’ emphasis necessitated a much greater
tolerance for changes in the federal funds rate. (See
Bryant 1983, especially pp. 95-99.) For example,
monthly changes in the federal funds rate have
exceeded 200 basis points only eight times—all be-
tween October 1979 and August 1982. In the three-
year period starting in October 1979, the average
absolute monthly change (135 basis points) was
nearly four times larger than the average absolute
monthly change from 1970 to September 1979. The
average monthly change in this period also exceeds
the largest monthly change since 1982 (Figure 1).

A breakdown in 1982 of the link between M1 and
economic activity, along with concerns that short-
term interest rates had been too volatile, combined to
produce still another change in the Fed’s operating
procedures. The M1 target was de facto abandoned at
the July 1982 Federal Open Market Committee meet-
ing, according to Frank E. Morris, who participated in
that session. The decision stemmed from anticipated
shifts in the demand for money, attributable to insti-
tutional changes that permitted the payment of inter-
est on demand (NOW) and time (MMDA) deposits.
The monetary aggregates did not quickly resume
their “normal” relationship to the economy. M1
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growth vastly exceeded its long-run targets in both
1985 and 1986, and in February 1987 M1 targets were
formally abandoned because of uncertainties about
M1’s underlying relationship to the behavior of the
economy and its sensitivity to economic and financial
circumstances.

With the demotion and eventual dismissal of M1
targeting, M2 became the paramount monetary ag-
gregate in Fed policy deliberations. At the same time,
the relationship between M2 and economic activity
has not been sufficiently close to warrant relatively
tight short-term targeting such as occurred from
October 1979 through 1982. In recent years, “In the
absence of a reliable intermediate target, the [Federal

Acknowledging that shifts in
policy regimes have occurred, the
econometric challenge is to see
whether the differences can be
explicitly, formally modeled.

Open Market] Committee has followed develop-
ments of the economy and prices directly and has
observed a variety of economic statistics, in addition
to the monetary aggregates, that point to future
moves in the goal variables” (Meulendyke 1990, p.
471).

In short, two clear shifts in monetary policy
operating procedures have occurred since 1970, when
monetary growth targets were first formally adopt-
ed—the first in October 1979 and the second in mid
1982, associated with the payment of interest on and
change in the definition of “money.”” In what follows,
the period before October 1979 will be referred to as
“regime one,” the nearly three-year period after
October 1979 as “regime two,” and the period since
mid 1982 as “regime three.”

Different policy regimes can be studied empiri-
cally in two different ways. In a strict sense, different
policy regimes, particularly those involving different
policy instruments, are independent, essentially non-
comparable episodes. Each regime can only be stud-
ied in isolation because each is technically a different
form of behavior. In contrast, it can be more infor-
mative to try to incorporate these acknowledged
differences in behavior into a common framework.
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Acknowledging that shifts have occurred, the econo-
metric challenge is to see whether the differences can
be explicitly, formally modeled. One of the primary
uses of a model is as a base from which to measure
change. “Structural change” cannot be defined, let
alone measured, without some conception of an
initial structure. Throughout most of the post-World
War II period, the primary instrument of monetary
policy has been some short-term interest rate such as
the Treasury bill or federal funds rate. This article
could be regarded as an investigation of whether a
formal model can capture the variations in the policy
instrument and in the factors influencing policy
within a simple, underlying framework.

The Data

All “actual” data—GNP, unemployment, and
“money”—have been taken from contemporaneous
documents, as opposed to the latest revisions, in
order to better represent the information available to
policymakers at the time their policy decisions were
made. The forecasts used are the ones prepared by
the staff of the Board of Governors and presented at
Federal Open Market Committee meetings. Because
these forecasts are not publicly available until five
years after the fact, the forecasts of a prominent
commercial forecasting service have been spliced on
to complete the sample for recent years.

The Results

Table 1 presents several versions of a federal
funds rate reaction function, fit to the period 1970:I1I
to 1992:11. The first equation is the simplest, relating
the federal funds rate (RFF) to its previous level and
to actual values of the inflation rate (P), the unem-
ployment rate (UR), real GNP growth (Q), and the
quarterly growth rate of the narrow money stock
(M1,1). Each of these variables has the expected sign
and is statistically significant at conventional levels of
significance. However, the “fit“—a 116-basis-point
standard error—is only slightly better than that (128
basis points) of a simple fourth-order autoregression
of the federal funds rate on its own lagged values.
The fit can be improved about 22 percent—to a
90-basis-point standard error—simply by allowing
money growth to take on a different importance in
the three different regimes; note also that money
growth is measured by the one-quarter growth rate of
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Table 1

Federal Funds Rate Reaction Function, with and without Forecasts and Varying

Policy Regimes, 1970:1I to 1992:11

Eq. C RFF(—=1) P(—=1) UR(=1) FAUR1 R1FAUR1 Q(-1)

M1,1(=1) RIM1,1(=1)

R2M1,1(—-1) R2ARFF(-1) R3M2,4(-1) s.er. D.H.

Level, Actuals only

1. .08 .95 A3 =23 A3 ol 116 —.01
(.73) (.05) (.08) (.10) (.04) (.03)
2. 177 76 A5 =31 .08 13 43 21 90 .26
(.63) (.05) (.05) (.08) (.03) (.04) (.05) (.04)
Level, Actuals and Forecasts
FP4 R2,3FQ1
3 30 .94 30 -29 -1.62 .10 99 —.24
(.60) (.04) (.06) (.09) (.28) (.02)
4. 1.81 .76 a2 =37 -1.20 .09 .36 .20 75 —.00
(.52) (.04) (07) (07) (23) (.04) (.04) (.04)
5. 1.84 .78 31 —-41 -133 .09 .39 -.32 21 70 .50
(.48) (.04) (06) (06) (.21) (.03) (.04) (.08) (.04)
[ i A i o 38 -—.46 -1.33 .29 10 .36 -.33 14 66 .41
(.45) (.04) (.08) (.06) (.25) (.05) (.03) (.04) (.08) (.04)
Change, Actuals and Forecasts
ARFF{—1)
7. 123 28 -.61 -2.19 41 .20 .30 —-.42 .10 75 2.93*
(.49) (.06) (.08) (EO) (.08) (.03) (.04) (.08) (.04)

Note: Standard errors are in parentheses. See Appendix Table 1 for mnemonic definitions.
"At the 5 percent level, the critical value of the normal distribution is 1.645, suggesting rejection of the null hypothesis of no serial correlation.

the narrow money stock (M1) until 1982 and by the
four-quarter growth rate of the broader M2 measure
since. Real growth, inflation, and the unemployment
rate remain significant and of the expected sign.

The remaining equations all combine measures
of actual, historical data with expectations or fore-
casts of future values. For example, equation 3 simply
replicates equation 1—that is, it does not allow for
different policy regimes—with two changes: (1) the
actual inflation rate in the past quarter is replaced by
the inflation rate expected to prevail over the next
four quarters; and (2) last period’s real GNP growth is
replaced by the expected changes in the unemploy-
ment rate in the next quarter. (The expected change
in the unemployment rate is fairly highly correlated
(0.85) with expected growth of real GNP in the next
quarter.) Actual values of the unemployment rate
and the monetary growth rate are retained, as in
equations 1 and 2. These replacements improve the
fit of equation 1 by about 15 percent—a 99-basis-point
standard error.
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Equation 4 combines forecasts with actual data
but also allows for differences in the response to
monetary growth in different policy regimes; it is
simply a replication of equation 2, except that fore-
casts of inflation and the change in economic activity
replace their historical values. Equation 4, which
allows for the differences in policy regimes and
combines forecasts with actual data, fits the data
much better than equation 1, which allows for neither
of these refinements; its 75-basis-point standard error
is 35 percent smaller than that of equation 1. All
variables retain their expected sign and a high level of
statistical significance.

Equations 5 and 6 explore whether different
policy regimes entail more than just shifts in the
emphasis placed on money growth and in the exact
definition of “money” that was used. Specifically,
equation 5 introduces the lagged change in the fed-
eral funds rate (ARFF) as a proxy for an interest-rate-
smoothing motive, a financial market stability mo-
tive, or a constraint representing the cost of changing
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the policy instrument. If one of these factors is at
play, the Fed will be more reluctant, other things
equal, to continue to change interest rates in the same
direction as recent changes.

Under this interpretation, the sign of the lagged
change should be negative: recent declines in rates
(ARFF<0) make the Fed more reluctant to reduce
rates further. A significant interest-rate-smoothing
effect has been previously identified in some (Mc-
Nees 1986) but not all prior research. A careful
reexamination of this evidence shows that (1)
“smoothing’” occurs at a quarterly but not at a
monthly frequency, where mid-month changes in the
federal funds rate introduce a positive serial correla-
tion in the lagged change, and (2) its effect is not
significant in all three regimes. More specifically, the
negatively signed lagged change in the federal funds
rate appears to gain most of its significance from
“regime two”—the period from October 1979
through July 1982—when, as we have seen, great
emphasis was placed on Ml growth. M1 growth in
this period was quite erratic, inducing large changes
in nonborrowed reserves which produced volatile
swings in the federal funds rate (RFF). (See Figure 2.)

It seems plausible that some sort of interest-rate-
smoothing motive was introduced to mitigate the
interest rate swings that a single-minded pursuit of
M1 growth would have dictated. Some analysts have
argued that, within the prevailing institutional ar-
rangements, an avid pursuit of M1 growth would
have generated explosive changes in short-term
rates. (See Board of Governors of the Federal Reserve
System 1981.) Whether or not that argument is cor-
rect, the fact remains that an interest-rate-smoothing
motive, represented by a negatively signed, lagged
change in the federal funds rate, contributes some
explanatory power and is statistically significant over
both the entire sample period and “regime two”
alone (as illustrated in equation 5). A separate, ex-
plicit interest-smoothing variable is not necessary to
describe a fairly cautious approach to changing rates.
A major role for the prior level and “small” responses
to incoming data could display the same behavior
even if no distinct ““smoothing” variable could be
identified.

Equation 6 emerged from an extensive search
focused on whether the three different policy regimes
entailed different responses to expected inflation, the
actual unemployment rate, or the expected change in
economic activity. The only reliable difference de-
tected was a shift in the measure of the expected
change in economic activity, from the expected
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Figure 2

The Federal Funds Rate and
Preliminary M1 Growth,

1979:1 to 1983:1IV

Federal Funds Rate, Percent M1 Growth, Percent
20 20
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Source: Board of Govarnors of the Federal Reserve System.

change in the unemployment rate, in regime one, to
expected real GNP growth, in regimes two and three.
This shift is illustrated by a comparison of equations
5 and 6. The two equations are too similar to place
much confidence in whether a shift from unemploy-
ment changes to GNP growth has actually occurred,
however.

The intimidating appearance of equation 6 is due
entirely to the attempt to capture variations in policy
regimes; within any single regime, no more than four
independent variables (plus the lagged level and/or
change in the dependent variable) appear, thereby
marginally conforming to Griliches’s dictum that
“any time series regression containing more than
four independent variables results in garbage” (Gril-
iches 1974, p. 335). Monetary policy can also be
modeled as the change in the policy instrument,
rather than its level. Policymakers may increase the
interest rate when the economy is “too strong’ and
decrease it when it is “too weak,” without any
preconception of the equilibrium level of the interest
rate. (See, for example, Fuhrer and Moore 1992.) The
last equation in Table 1, equation 7, is estimated in

New England Economic Review



change, rather than level, form. The change in the
federal funds rate is related to its own past value and
to the same variables for inflation, economic activity,
and money growth as are used in equation 6. The
overall results are similar for the two formulations.
The minor differences are that the interest-rate-
smoothing variable—the negatively signed change—
is significant in all regimes, while the role of M1
growth is larger in regime one, and the expected
change in the employment rate is more important.

Figure 3
Reaction Function Residuals
of Equation 6

1970:011 to 1992:11

Percentage Points
2

j Regime 1 Regime 2 Regima 3
|

e 2 i1 1 1 4 1 & t it 1 $i4 t ¢ 1 1 ¢ 1 1 1 |

‘70 '72 ‘74 '76 '78 '80 '82 '84 'B6 '88 '00 '92

Figure 3 displays the within-sample residuals of
equation 6. Table 2 presents simple statistics describ-
ing these residuals. It is immediately clear that the
equation fits the more recent regime three better than
the earlier regimes. Since 1982, only one residual has
exceeded 100 basis points, and that observation may
be associated with the extraordinary difficulties in the
federal funds market around the time of the failure of
Continental Illinois bank.

In contrast, the equation’s fit is worst in regime
two, when the policy operating target was nonbor-
rowed reserves rather than the federal funds rate.
Nevertheless, a comparison of rows 3 and 4 in Table
2 reveals that all of the deterioration was concen-
trated in the first half of 1980, the period when credit
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controls were imposed and relaxed. The residuals in
the rest of regime two are no larger than in regime
one or in the entire period. Given the large changes in
the federal funds rate during this period, the failure
to deteriorate can be viewed as a sign that the model
adequately captured the change in behavior outside
the credit controls period. Under this interpretation,
October 1979 did mark a major change in Fed behav-
ior, a vast increase in the importance attached to M1
growth, as originally suggested by Fair (1984). But the
volatility of M1 growth was so great that the Fed
simultaneously introduced an interest-rate-smooth-
ing or a multiplier uncertainty constraint to dampen
somewhat the unprecedented swings in short-term
rates that did occur.

The model makes several large errors in regime
one, particularly in the chaotic 1973:111-1975:11 period,
when wage and price controls were relaxed, the price
of imported oil quadrupled, inflation fears exploded
(culminating in the Whip Inflation Now summit), and
the second leg of the deep 1973-75 recession kicked
in. Four residuals exceeding 100 basis points occurred
in this period and also in regime two.

The first equation in Table 3 repeats equation 6 in
Table 1, to compare it with equations fit to various
subperiods comprising different policy regimes. The
coefficients are fairly stable, except that (1) expected
inflation is similar in regimes one and three, but

Table 2
Summary Statistics: Within-Sample

Residuals of Equation 6 across Regimes
Basis Points

Number  Root
of Mean Mean

Time Period Observa- Squared Absolute Mean
of Equation 6 tions  Residual Residual Residual
Full Sample,

1970:111 to 1992:11 88 62 45 0
Regime One,

1970:111 to 1979111 37 67 50 =}
Regime Two,

1979:1V to 1982:111 12 88 68 -4

Regime Two, excl.
Credit Controls:
1979:1V to 1982:111,

excl. 1980:1 and Il 10 65 51 0
Regime Three,
1982:I‘v‘ to 1992:11 39 44 33 2

New England Economic Review 9



Table 3

Federal Funds Rate Reaction Function, 1970:111 to 1992:11 and Subperiods

Sample

Eq. Period Regime(N) C RFF(—1) FP4 UR(—1) FAUR1 R2,3FQ1 RiM1,1(=1) R2M1,1(—=1) R2ARFF(—1) R3M24(-1) s.e.r. D.H.

1. 70:-92:11 R123(88) 1.77 .77 38 —46 -1.33 .29 A0 .36 -.33 A4 66 .41
(.45) (.04) (.08) (.08) (.25) (.05) (.03) (.04) (.08) (.04)

2. 70:-79:11 R1 (37) 253 64 57 —-.60 —1.24 .09 71 113
(1.18) (12) (13) (115) (.30) (.04)

3. 70:01-82:111 R12 (49) 152 .79 35 —.42 —1.45 a2 .39 -:33 82 -.13
(.94) (.05) (.08) (.10) (.29) (.05) (.04) (.10)

4, 79:IV-92:1l R23 (51) 1.80 .78 .31 —.44 .28 37 -.32 A3 62 -.33
(.50) (.05) (.08) (.08) (.05) (.04) (.08) (.05)

5. 82:v-92:l R3 (39) 1.16 .78 45 -35 2l H3 45 1.02
(.53) (.08) (.15) (.08) (.04) (.05)

6. 82:lv-92:/l R3 (39) 1.06 .83 34 -27 -—.98 a2 53 .34
(.63) (.08) (.19) (.09) (.38) (.06)

Note: Standard errors are in parentheses. See Appendix Table 1 for mnemonic definitions.

smaller in regime two when so much importance was
attached to money growth; and (2) in regime three, as
well as in regimes two and three combined, expected
real GNP growth provides a better measure of the
expected change in economic activity than the ex-
pected change in the unemployment rate. As shown
in equation 6, the standard error increases 20 percent
to 53 basis points when expected unemployment
(FAUR) replaces expected real GNP growth.

Policy reaction functions have often been used to
test for the influence of particular individuals or
political factors on policymaking. For example, both
Froyen (1974, p. 187) and Potts and Luckett (1978, p.
532) found that “policy reaction functions differed
from one administration to the next.” Similarly,
Blinder argues that empirical estimates of monetary
reaction function may not be stable because “policy-
makers come and go” (1985, p. 687). Any such
differences, it is important to recognize, could be
attributable either to differences in the importance
attached to policy goals or to differences in the
economic forecasts or the implicit model of the econ-
omy that policymakers used to judge the feasibility
and consistency of policy goals (Wood 1967, pp.
153-154; Abrams, Froyen, and Waud 1980, p. 31).

To test for such influences, a dummy variable for
each Chairman of the Federal Reserve Board and each
President of the United States was added to equation
6 of Table 1. The half-year (ED2) and full-year (ED1)
periods just before presidential elections were also

10 November/December 1992

examined, to ascertain whether national elections
had any impact on policy. The results, shown in
Table 4, uniformly and clearly show no distinctive
effect from any Fed Chairman or U.S. President. At
conventional levels of statistical significance, none of
these dummy variables is significant. Similarly, no
evidence was found that the policymaking process
differs in periods prior to presidential elections. This
is not to suggest that a Fed Chairman has no influ-
ence on policy. It is important to note that both shifts
in policy regime occurred during Volcker’s tenure as
Chairman. The insignificance of the dummy variable
suggests only that no identifiable additional easing
changes occurred under Volcker, above and beyond
those already explicitly incorporated into the model.
The differences between these results and those
previously reported could stem from different sample
periods—the earlier studies covered the mid 1950s to
the mid 1970s. Alternatively, the differences could
come from the use here of expectational variables and
the attention given to changes in policy regimes.

How Reliable Are These Results?

History shows that the life expectancy of any
specific policy reaction function is limited. Previous
research has suggested that the Fed first started to
place weight on a monetary aggregate around 1970.
Even though experts disagree on how best to charac-
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Table 4
Individual and Election Year Influences on

Monetary Policy

Fed Chairmen Coefficient Standard Error  t-Statistic

Burns =18 .27 -.59
Miller g8 .33 .45
Volcker —.42 31 -1.36
Greenspan .29 .23 1:23
U.S. Presidents
Nixon 14 .25 .58
Ford -.09 Rk =29
Carter —.48 .28 -1.73
Reagan 15 27 .56
Bush 14 .24 .60
Electoral Years
ED1 =11 A7 —.65
ED2 -.00 .22 -.02
Where ED1 = 1 in four quarters before Presidential elections,

= 0 elsewhere;
and ED2 = 1 in two quarters before Presidential elections,

= 0 elsewhere.

Note: Based on equation 6 in Table 1.

terize the change, everyone agrees that monetary
policy was different after the October 6, 1979 change
in operating procedures than it was before. Similarly,
no one would dispute that the emphasis on the
narrow monetary aggregate was reduced sometime
in the mid 1980s. In light of this experience, it would
be naive to suppose that even a complete, correct
description of current practice would hold stable for
the foreseeable future.

In that spirit, it is interesting to compare these
results with those obtained six years ago (McNees
1986). Equation 1 in Table 5 shows the former speci-
fication fit through 1986:I1. (It differs very slightly
from the previously published equation, because that
equation used commercial forecasts rather than the
official forecast.) Equation 2 in Table 5 presents the
same equation fit with data through the present
(1992:1I). Note that none of the coefficients changed
by more than its standard error, except for the inter-
cept and the coefficient on M1 growth. It was clear in
1986 that M1 growth was no longer accorded the
importance it had had in policymaking; the fact that
this coefficient was declining was known at the time.
It was not, however, entirely clear at that time what
would replace the narrow money stock—simply re-
placing M1 with M2 would not have improved the fit
through 1986:11. It took several years of experience
with the new policy regime in order to measure the
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importance of M2. Even now, it appears that the shift
was not only from a narrower to a broader monetary
aggregate but a shift from quarterly growth rates to
the less volatile four-quarter growth rate. Once the
two modifications of the relevant monetary aggre-
gates are made to the original equation, the coeffi-
cients appear quite stable, with four-quarter M2
growth having about the same impact after 1982 that
quarterly M1 growth had prior to October 1979, as
illustrated by equation 3 in Table 5.

The preferred equation developed in the current
study—reproduced as equation 4 in Table 5 to facili-
tate comparison with the original equation—contains
three additional modifications of the original equa-
tion: (1) the horizon of the inflation forecast has been
extended from one to four quarters, (2) the measure
of the expected change in economic activity has been
shifted from the change in unemployment to the
growth of real GNP, and (3) the interest-rate-smooth-
ing motive, attributed to the lagged change in the
federal funds rate, has been confined to regime two.
The number of modifications to the original specifi-
cation required to make it track the past six years
serve as a clear illustration that policy reaction func-
tions can be fragile. At the same time, it is of some
interest to see that even in retrospect monetary policy
seems to be driven by the same general factors—
expected inflation, economic activity, and the behav-
ior of a monetary aggregate.

Conclusion

It is difficult to decide whether the glass is half
full or half empty. In a basic sense, the current
version of the monetary policy reaction function is
similar in spirit, though not in precise detail, to one
originally specified nearly 10 years ago. The stan-
dard, common sense conclusion seems reconfirmed,
that forecasts of inflation and economic activity, the
actual level of activity, and the pace of money growth
are the primary factors determining monetary policy.
This broad conclusion is quite robust with respect to
several factors:
e the sample period since 1970,

the measure of economic activity,

the horizon of the forecast,

the importance of both actual and forecast data,

and

o the irrelevance (at least at a quarterly frequency)
of several factors often alleged to impinge on
monetary policy, such as the stance of fiscal
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Table &

Federal Funds Rate Reaction Function, Original and Current Versions

C RFF(—1) FP1 UR(-1) FAUR1 R23FQ1 M1,1(-1) R2M1,1(=1) R3M24(—1) ARFF(-1) s.er DH.
1. Original equation, 1.18 .91 23 -4 =210 15 21 —.35 84 M
1970:011-1986:11  (.71) (.05) (.06) (.09) (.31) (.03) (.05) (.10)
2. Original equation, 217 .91 17 -.43 -2.12 07 25 —-.29 81 1.87
1970:11-1992:11  (.63) (.04) (.04) (.08) (.29) (.02) (.04) (.09)
i i
3. Original equation with il e
new M regime 218 86 20 —-47 -1.76 A3 .38 .18 -.27 75 1.09
1970:111-1992:11  (.51) (.04) (.05) (.08) (.27) (.04) (.04) (.04) (.08)
FP4 RIFAUR1 R2ARFF(~1)
4. Current equation, 1.77 77 .38 —46 -133 .29 A0 .36 14 =33 66 .41
1970:111-1992:11  (.45) __(.04) (.06) (.08) (.25) (.05) (.03) (.04) (.04) (.08)

Note: Standard errors are in parentheses. See Appendix

“At the 5 percent level, the critical value of the normal dis
the null hypothesis of no serial correlation.

policy, exchange rates, stock prices, expected
nominal (as opposed to real) GNP, and expected

(as opposed to actual) money growth.
To the extent that this monetary policy

function is regarded as sensible and essentially sta-
ble, it raises questions about the appropriateness of
macroeconomic models that take “money” to be the
exogenous monetary policy instrument. Along with
expected inflation and economic activity, a monetary
aggregate does play a role in influencing the behavior
of the Fed. But the role it plays appears to be that of
an indicator or intermediate target to which policy

responds rather than that of a policy tool.

At the same time, it is equally clear that the exact
form of the quantitative relationship within this
broad framework has undergone variations over

time:
e The October 6, 1979 shift was toward

attention to growth of the narrow monetary
aggregate M1. This change was publicly known

to have occurred at the time it was m

though only experience could show how much
more importance money growth attained.

The shift in the mid 1980s was from the

money aggregate to the broader M2 aggregate.

This paper suggests this also entailed a

focus from quarterly to lower-frequency (annual)
movements. Although this shift might have
been inferred from systematic overshoots of the
M1 target, it was not immediately clear just
when the shift occurred; it was not officially

12 November/December 1992

Table 1 for mnemonic definitions.
tribution is 1.645. Since the Durbin-H statistic is greater than the critical value, we reject

acknowledged until February 1987 when the M1
growth target was abandoned.

The 1986 study indicated the relevant horizon of
the inflation forecast was one quarter. Reexami-
nation of the data suggests a longer (four-quar-
ter) horizon has always been more appropriate.
Measured correctly, the response to expected
inflation has been fairly stable and highly signif-
icant over time.

The original investigation found the expected
change in the unemployment rate to have more
explanatory power than either expected or actual
growth in GNP. The current results confirm this
conclusion for regime one, but tentatively sug-
gest a reversal in more recent years.
Interpretation of the role of the lagged change in
the federal funds rate is perhaps the least clear.
It could refer to a financial market stability mo-
tive (“interest-rate smoothing”’) or to a multiplier
uncertainty (“let's wait and see the impact of
what we have just done”’), or it could perhaps be
just a statistical artifact. It is not clear whether
this effect prevailed only during the volatile
regime two period or has prevailed throughout
the past 20 years.

With all these modifications, large and small, one
can hardly suppose that the subject of modeling
monetary policy has come to a close. With the con-
tinual shifts in some other macroeconometric rela-
tionships (such as money demand functions), it
would be surprising to arrive at any other conclusion.

reaction

greater

ade, al-

narrow

shift in
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Appendix Table 1

Mnemonic Description of Variable

RFF Effective rate on federal funds, level.

P Implicit price deflator for GNP (GDP after
1991:11l), one-quarter annualized growth
rate.

UR Unemployment rate, level.

FAUR1 Unemployment rate, forecast of the one-
quarter change.

R1FAURT  FAUR1 from 1970:11l to 1979:1ll, O otherwise.

Q Real GNP (GDP after 1991:11l), one-quarter
annualized growth rate.

M1,1 Preliminary narrow money stock, M1, one-
quarter annualized growth rate.

R1M1,1 M1,1 from 1970:11l to 1972:111, O otherwise.

R2M1,1 M1.1 from 1979:1V to 1982:11l, 0 otherwise.

ARFF Change in the federal funds rate.

R2ARFF ARFF from 1979:1V to 1982:Ill, 0 otherwise.

R3M2 4 Preliminary money stock, M2, four-quarter
growth rate from 1982:IV to the present, 0
otherwise.

FP1 Implicit price deilator for GNP (GDP after

1991:111), forecast of the one-quarter-ahead
annualized growth rate.

FP4 Implicit price deflator for GNP (GDP after
1991:111), forecast of the four-quarter-ahead
growth rate.

R2,3FQ1 Real GNP (GDP after 1991:111) forecast of the
one-quarter-ahead annualized growth rate
from 1979:1V to present, 0 otherwise.

s.er. Standard error of the regression, basis points.

D.H. Durbin-H statistic.

Note: "(—1)" refers to a one-quarter lag of the variable.
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they should use for money. One currency is widely accepted as a

satisfactory medium of exchange, store of value, and unit of ac-
count—the traditional roles performed by money. In many other coun-
tries, however, the native currency has been a very poor store of value,
destroying confidence in it and undermining its usefulness as a unit of
account and medium of exchange. This problem has long plagued
various less developed countries and has also arisen in the former Soviet
Union and in Eastern Europe. One proposal, which has gained much
attention recently, is to establish a sound currency in such countries
through a device known as a currency board. This article examines this
proposal and briefly compares it with alternative basic currency sys-
tems. One of these alternative systems is simply to use the currency of
another country, and consideration of this alternative will provide a
foundation for further analysis.

In many countries the residents do not give a second thought to what

Why Not Use Another Country’s Currency?

Rather than nurture their own native sound currencies, some
countries have adopted the sound currency of another country, relying
on foreign instead of domestic monetary management. In Panama this
system is formally enshrined in law. In other countries the system has
developed informally and incompletely, as the residents have come to
use growing amounts of foreign currency in place of their increasingly
worthless or suspect domestic currencies.

Panama adopted the U.S. dollar as its paper currency through
legislation enacted in 1904 (Johnson 1973, p. 223). In so doing, it secured
for its residents the same general degree of price stability (at least in
terms of tradable goods) that has been enjoyed by residents of the
United States, and it averted the severe inflation that has afflicted many



other Latin American countries where native monies
have been issued to excess. Another advantage for
Panama from its use of the dollar has been to facilitate
commerce with the United States, its leading trading
partner by a wide margin. And in view of the
importance of the United States and the dollar in the
world economy, Panama’s use of the currency has no
doubt encouraged inward foreign investment and
tourism, as well as the country’s development into an
international banking center.

Panamanians are not alone in using a foreign
currency as their domestic currency. On the African
continent, Botswana, Lesotho, and Swaziland all
employed the South African rand as their legal tender
for a number of years after gaining their indepen-
dence in the late 1960s. These countries” economies
were closely linked to that of South Africa, just as
Panama’s is to that of the United States. And as in the
case of Panama, they were freed from the need to
decide and carry out monetary policy. Their mone-
tary dependence on South Africa did not lead to
shortages of liquidity. On the contrary, they tended
on balance to be net lenders rather than borrowers of
banking funds, although their banks were able to
borrow readily from affiliated South African banking
offices when experiencing a demand for loans that
exceeded locally available funds at the going interest
rates (Collings and others 1978).

In other countries a foreign currency has been
adopted informally rather than by law, as a partial
replacement for a native currency in which the resi-
dents have lost confidence. In recent times this “cur-

By using a currency issued by a
foreign government, a country
grants an interest-free loan to that
government.

rency substitution” has been prominent in some
Latin American countries, although not limited to
them. For example, Mexicans have exchanged sub-
stantial holdings of pesos for U.S. dollars, in the form
of both currency and deposits, at times when expec-
tations of peso devaluation against the dollar have
become strong.! This “dollarization” has also been
observed in Argentina, Bolivia, Peru, and Uruguay
(Ramirez-Rojas 1985; Melvin and Afcha de la Parra
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1989; Guidotti and Rodriguez 1991). In Bolivia, Peru,
and Uruguay, dollar and other foreign-currency de-
posits grew to account for more than half of the
deposits included in the money supply (that is, in
M2) during some years of the 1980s (Guidotti and
Rodriguez 1991, pp. 4-6).

In such cases the underlying expectation that the
native currency will be substantially devalued has
usually been stoked by marked rises in inflation
within the country relative to inflation abroad. In
consequence, the “good” foreign money drives out
the “bad” domestic money. Typically, foreign money
replaces the domestic first as a store of value and unit
of account, and subsequently as a medium of ex-
change as well (Calvo and Végh 1992, pp. 1-2).

If a foreign currency performs well as a unit of
account, store of value, and medium of exchange
within a country, why should not the country for-
mally adopt that currency as its own, as Panama has
done? Not only would the country secure for itself a
sound currency, but it would do so without the
expense of printing a native currency and operating
its own monetary authority.

But the axiom, “There is no free lunch,” applies
to this scheme. By using a currency issued by a
foreign government, a country grants an interest-free
loan to that government. To acquire the foreign
currency, the country must give up goods and ser-
vices, or securities that pay a return; until the country
returns the foreign currency in exchange for goods,
services, or securities, it obtains nothing in return
from the foreign government. And foreign currency
that gets lost or destroyed becomes an outright grant.

In the case of Panama, U.S. currency within the
country may be on the order of $400 million to $500
million.2 If this money were invested in medium-term
U.S. Treasury securities, currently yielding about 5%
percent, Panama would be earning $23 million to $29
million this year from the investment. This forgone
income or “seignorage loss,”” from using the U.S.
currency instead of its own-issue currency, amounted
to about one-half of 1 percent of Panama’s 1991 gross
domestic product. Using a different approach, an-
other analysis for various regions of the world has
estimated that their use of the U.S. dollar as their
currency from roughly 1960 to 1978 would have

1 See Gruben and Lawler (1983) and the references cited

therein.

? This estimate is based on conversation with Eudoro Joén
Escavel, Executive Director, National Banking Commission, Re-
public of Panama, and on Ferndndez (1986, pp. 50-51).
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resulted in their giving up to the United States
seignorage of between 0.3 and 1.8 percent of their
GNP per year (Fischer 1982).

This cost of using another country’s currency has
not escaped the notice of officials in the using coun-
tries. In at least one case, the users were compen-
sated. The Rand Monetary Agreement of 1974 speci-
fied that South Africa would pay to Lesotho and to
Swaziland a sum equivalent to the interest that each
would have earned if the volume of South African
rand circulating within their borders had instead
been invested in an appropriate mix of interest-
earning securities. Botswana, which also had been
using the rand as its currency, did not enter into the
Agreement but established its own central bank and
currency (Collings and others 1978, pp. 103-109).

Currency Independence: The Preferred
Alternative

The great majority of countries, like Botswana,
have for many years issued their own currencies.
Moreover, they have sometimes altered, or allowed
market forces to alter, the rates at which their curren-
cies have exchanged for other currencies, including
the currencies of key trading partners. Thus, not only
have they avoided making interest-free loans of the
sort just discussed, but they have also avoided forg-
ing rigid links with, and dependence on, the currency
or monetary policies of other countries.

Whether a country should opt for such “currency
independence” depends on the circumstances. One
question to be considered is whether the country’s
borders embrace a “currency area’”” more suitable for
it on economic grounds than a wider area including at
least one other nation.

In one case the answer seems to be clearly
negative. This is the case where the country’s resi-
dents engage in far more transactions with foreigners
than with each other, so that having their own
currency would require them to spend a lot of time
exchanging it for foreign currencies. Very small coun-
tries intensively involved in international commerce
fall into this category. Accordingly, if they do not use
the currency of a leading trading partner as their legal
tender, as Panama does, they may use it informally,
and they commonly fix the value of their own cur-
rency in terms of such a partner’s currency, seldom
changing that value. Although fixing the exchange
rate in this fashion does not avoid the transactions
costs of exchanging currencies, it does keep the costs
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below what would be incurred if the exchange rate
were allowed to vary significantly with market forces
over short periods, because such variation obliges
transactors to spend more time in monitoring rate
movements, in hedging against adverse movements,
and perhaps in speculating about the best timing for
executing future foreign exchange transactions.

In addition to economizing on transactions costs,
a country with a high percentage of its economic
activity in the form of international trade has another
incentive to establish a fixed foreign exchange rate.
Other things equal, a change in the price of the
country’s goods will be more effective in correcting
any disequilibrium in the country’s international
trade balance than would be the case if the country
had little involvement in international commerce.
Thus, the country would typically have less need to
rely on changes in the exchange rate for its currency
to help remedy such a disequilibrium.

Much attention has also been given to a situation
in which labor market considerations suggest that a
country should opt for currency independence,
rather than join another nation in a currency area.
Suppose that labor is highly mobile within each of
two countries, readily shifting in response to internal
differentials in wages and employment opportuni-
ties, but is much less mobile between the two coun-
tries. Also suppose that labor is generally unwilling
to accept reductions in wage rates, one means of
maintaining full employment. In this case different
monetary policies would sometimes be appropriate in
the two countries to promote full employment with-
out high inflation, but such differing policies—per-
haps entailing a change in the exchange rate between
the two currencies—would not be possible with cur-
rency union.

Focusing more specifically on the matter of mac-
roeconomic policy, one can readily envision other
circumstances in which it would be in a country’s
interest to carry out a monetary policy different from
the policy or policies of its leading trading partners,
making it difficult if not impossible to maintain fixed
rates of exchange between its currency and those
partners’ currencies. For example, virtually no coun-
try would want its monetary policy and currency
linked to those of another country whose authorities
were promoting either hyperinflation or depression.

In still other macroeconomic circumstances,
however, fixity of the country’s exchange rate against
another key currency or currencies would benefit the
country. For instance, if the country’s monetary au-
thorities had rapidly expanded the money supply,
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threatening a sharp acceleration of inflation, they
could mitigate the inflation by standing ready to sell
foreign currency from their reserve holdings at a fixed
exchange rate. Fixing the price of foreign currency
would forestall appreciable increases in the domestic
prices of imported goods—which would occur if the
domestic currency price of foreign currency were to

It is hard, if not impossible, to
identify a currency or exchange-
rate system that is appropriate
“for all seasons.”

rise sharply—and would encourage the country’s
residents to buy such goods rather than driving up
the prices of domestic goods. The sale by the author-
ities of foreign currency in exchange for domestic
currency would also tend to decrease the domestic
money supply, further alleviating the domestic infla-
tionary pressure. (While this policy would be advan-
tageous for the country pursuing it, it would “ex-
port” some of the inflationary pressure to the
country’s trading partners, who might object if they
also were struggling to counter inflation.) Such effects
are, of course, stronger for a country heavily involved
in international trade than for one that is not.

The conclusion must be that it is hard, if not
impossible, to identify a currency or exchange-rate
system that is appropriate “for all seasons.” What is
appropriate typically varies not only with the coun-
try, but with changes in the country’s circumstances.
This fact is reflected in the prevailing diversity and
flexibility of exchange-rate arrangements, which col-
lectively have been characterized as a “‘nonsystem”
by critics, or as a “composite system” by the more
sympathetic (Fieleke 1988, pp. 189-90).

To label the current state of affairs a nonsystem is
misleading, because the label suggests a free-for-all,
without rules of the game, without norms of conduct
that aim to promote the general welfare of the inter-
national community. In fact such a code of conduct is
embodied in the International Monetary Fund’s Arti-
cles of Agreement, to which 168 member nations
currently subscribe. The code calls upon each mem-
ber to cooperate to assure “orderly” exchange ar-
rangements, especially by promoting orderly under-
lying economic and financial conditions and by
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refraining from exchange-rate manipulation designed
either to prevent balance-of-payments adjustment or
to gain unfair competitive advantage in international
trade. Adherence to these and other principles of the
code is monitored by the IMF, which has promul-
gated a set of guidelines to assist in evaluating
compliance. Consultations are held with a member
suspected of violating the code, and a serious of-
fender not only could be denied the right to borrow
from the IMF but could eventually be expelled from
the organization. Thus, the current composite system
is not without formal rules, and is not the chaos that
the label, “nonsystem,”” implies. One of its greatest
strengths lies in its recognition that countries should
have considerable freedom to tailor their exchange-
rate practices to their own economic structures and
philosophies. Not surprisingly, then, currency inde-
pendence rules the waves.

A Third Agproach: Currency Dependence at
Minimal Cost

The foregoing discussion has centered about the
economic aspects of currency and exchange-rate pol-
icy and has largely ignored political considerations.
In particular, it has ignored the fact that in more than
a few countries the government has prevailed upon
the central bank essentially to print so much money
to finance government spending as to generate se-
vere inflation, thereby debasing the currency and
undermining confidence in it. This experience raises
the question whether such countries would be better
off without a central bank empowered to issue cur-
rency and credit and, if so, what alternative they
should adopt.

That an economy can operate without a central
bank is well established. Indeed, central banks are a
relatively recent development, proliferating only in
the twentieth century. And the issuance of currency
was not one of their original responsibilities.

The first central banking function to be assumed
by the Bank of England—which evolved into the first
central bank—was, from about 1700 onwards, to act
as fiscal agent for the government. Then the Bank
came to serve not only as fiscal agent and banker for
the government, but also as banker for other banks,
and to hold not only their deposits, but substantial
gold reserves that they might withdraw against their
deposits. It was not until 1912 that the Bank attained
exclusive power in England to issue bank notes, or
currency, and by that time the Bank had also as-
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sumed considerable responsibility for regulating the
volume of credit (Horsefield 1965, pp. 159-60).

Today, in expanded form, these same functions
characterize the full-fledged central bank. It serves as
banker and fiscal agent to the national government,
accepting deposits from the government, lending to
it, and assisting in the original sale and redemption of
government securities. It also acts as banker to do-
mestic banks, accepting deposits they hold as re-
serves and lending to them, and perhaps also pro-
viding central clearance for interbank transactions. It
regulates domestic banks to promote sound practices.
It issues a national currency, buys and sells that
currency in exchange for foreign currencies in order
to influence foreign exchange rates for its currency,
and manages the national reserves of foreign cur-
rency assets held to sustain the national currency’s
foreign exchange value. Finally, it intervenes in fi-
nancial markets to influence money stocks, interest
rates, and sometimes the distribution of credit, in an
effort to achieve overall economic goals such as a
certain minimum of economic growth or a certain
reduction in inflation.

In view of the poor performance of many central
banks with respect to inflation, it is ironic that the
International Financial Conference convened by the
League of Nations took the position in 1920 that every
country should set up such a bank largely to serve as
a counterinflationary force. Underlying this position,
among other things, was the idea that the central
bank should and would have the independence
needed to control inflation, acting to offset excessive
spending and borrowing by the government. Not
foreseen was the change in this doctrine, inspired
partly by the Great Depression, which resulted in
subordinating the typical central bank to the very
government whose presumed extravagance the Con-
ference had seen fit to check. By the mid 1930s the
predominant view was that the central bank should
yield to and accommodate a government that insisted
upon an expansionary policy, even though the bank
might prefer a different course (Horsefield 1965, pp.
160-62, 165-66). Recent years have witnessed stron-
ger mandates for central banks to combat inflation,
but the macroeconomic policies of the banks gener-
ally remain under the control of their national gov-
ernments.

One alternative to an inflation-prone central
bank, as we have already noted, is to use a sound
foreign currency and to deny the native central bank
the power to create credit. But the cost of using
another country’s currency, as in Panama, is not
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insignificant, and the country supplying the currency
might not be willing to pay compensation as South
Africa agreed to do in 1974. In the absence of such
direct compensation, is any means available to share
in the stability of another country’s currency without
making an interest-free loan to that country?
Through a device known as a currency board, it
is possible for a country to enjoy the stability of
another nation’s currency without incurring the bur-
den of an interest-free loan. Like a central bank, a
currency board issues a domestic currency, so that
the country escapes using (and the cost of using) the
admired foreign currency as a store of value and
medium of exchange. But unlike the typical central
bank, the traditional currency board holds assets
denominated in the foreign currency that are at least
equal in value—at a fixed rate of exchange—to the
total domestic currency issued, and the preponder-
ance of these assets yield interest that, of course,
cannot be obtained on the foreign currency itself. The
board issues domestic currency only in return for the
foreign currency, and redeems domestic currency
presented to it with that foreign currency, all at the
specified fixed rate of exchange. Interest-bearing for-
eign-currency assets are converted into foreign cur-
rency as necessary to meet the demand. The board
accepts no deposits and has no credit-creation pow-
ers. Thus the country places itself under the mone-
tary policy of the sound-currency country, with a

The currency board is one
alternative to an inflation-prone
central bank.

currency of its own that assumes the same sound-
ness, without the sacrifice of extending a significant
interest-free loan.

The currency board’s expenses may run on the
order of 1 percent of its asset holdings per annum,
while interest earnings on those assets are substan-
tially higher (Hanke and Schuler 1991, pp. 5-6). The
resulting profits that are not needed to maintain the
foreign-currency reserve assets at the required level
are remitted to the government.

At least in principle, the currency board is an
appealing alternative to a profligate central bank. But
what is the historical experience? Have currency
boards lived up to their promise?
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Currency Boards Past and Present

The heyday of the currency board was during the
British colonial regimes in Africa, Asia, the Carib-
bean, and the Middle East, where more than 70 such
boards once operated. Currency matters in the colo-
nies were the responsibility of the British Secretary of
State for the Colonies, who issued regulations gov-
erning the operations of the currency boards and
appointed their members. As the sun has set on the
British empire, it has set on the currency board as
well (Walters and Hanke 1992, p. 2). Only a handful
still exist, and some of them play roles different from
that of the traditional board.

Instructive histories are readily available for sev-
eral African currency boards, including the West
African Board established in 1912, the East African
Board (1919), and the Southern Rhodesian Board
(1938).3 To illustrate the workings of such boards, we
can briefly summarize the operations of the West
African Currency Board, which was archetypal ex-
cept for being headquartered in London rather than
in the territory it served. The Board pursued three
primary goals. First, it initiated a local currency, the
West African pound, to replace the British currency
that had been circulating, which was repatriated to
London as it was presented in exchange for the new
currency. Second, it insured the convertibility of the
pounds it issued by standing ready to convert them
into British pounds sterling at a published and fixed
rate of exchange. Third, it allowed the local colonial
governments to share in the profits, or seignorage,
generated by the issuance of the new currency in
exchange for pounds sterling.

To meet the demand for more local currency as
time passed, the Board issued its new currency in
exchange for pounds sterling. The Board had a small
total staff and only a few currency centers in the
territory it served, as it relied largely on the Bank of
British West Africa and local government officials
who acted as currency officers to sell or redeem its
currency. For these sales and redemptions the Board
collected a commission, not to exceed three-quarters
of 1 percent of the value of the transaction.

The Board was authorized to invest its net ster-
ling accumulations in sterling securities, or as the
Secretary of State approved. At least through 1950,
only sterling securities were acquired, and after 1926
these and liquid sterling holdings exceeded the
Board'’s total currency liabilities, typically by about 10
percent. Interest on its sterling assets provided nearly
all of the Board’s income, supplemented by much
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smaller receipts from commissions charged on cur-
rency issues and redemptions. With this income the
Board met its relatively small expenses, added to its
sterling asset reserves, and distributed the balance to
its constituent governments in Nigeria, Gold Coast,
Sierra Leone, and Gambia. These distributions
amounted to between 32 and 79 percent of the
Board’s net annual income over the period 1945-50,
years for which data are readily available.

Thus the West African pound was really the
pound sterling under another name. And its issuer,
the Currency Board, was little more than a money-
changer and accountant, with no banking functions.
It exercised no control over the volume of currency it
issued, even refraining from investing in the securi-
ties of its constituent governments—in payment for
which it could, of course, have issued additional
currency.

Although the East African and Southern Rhode-
sian currency boards functioned in much the same
way as the West African Board, the three organiza-
tions inherited differing currency configurations in
the areas they served, and the way they reacted may
contain lessons for the design of modern currency-
board schemes. While the West African Board had
merely to replace a British currency that had been
circulating with its new West African pound, and was
able to redeem the British currency at face value in
London, the other two boards encountered more
complicated situations. In each case, however, the
currencies issued by the boards supplanted the cur-
rencies that had been in use.

In the domain of the Southern Rhodesian
Board—South Rhodesia, Northern Rhodesia, and
Nyasaland—three currencies were being used when
the Board began operations, all of them legal tender:
United Kingdom coin, South Rhodesian coin, and
notes issued by the two commercial banks then
operating in the three territories. The law and agree-
ments establishing and governing the Board pro-
vided for it to assume the liability for the outstanding
South Rhodesian currency and commercial bank
notes, which were to be turned in to the Board in
exchange for its new currency. In return for assuming
this liability, the Board received the sterling assets
that had been held as backing for the South Rhode-
sian currency, and compensation in sterling from the
commercial banks, which were estopped from issu-

3 The summary presented here is distilled from Newlyn and
Rowan (1954), and Kratz (1966, pp. 229-53).
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ing currency. U.K. coin was demonetized in South
Rhodesia and gradually withdrawn from the other
two territories. Within 10 to 12 years after the Board
had begun operations, its currency had been substi-
tuted for nearly all of the other three in circulation.
In East Africa the initial conditions were even
more challenging. To be replaced were the Indian
silver rupee and other coins of Indian standards, all
deemed unsatisfactory because their value fluctuated
with the price of silver and also against the pound
sterling. The East African Currency Board converted
these coins into its newly issued East African pound

As the sun has set on the British
empire, it has set on the currency
board as well.

at their face value, but was obliged to sell the retired
coins for sterling at their bullion value. By 1925 the
conversions had been virtually completed, but the
losses involved were substantial enough to prevent
the Board from providing 100 percent sterling back-
ing for its own currency for many years. During the
Great Depression the reserve fund backing for the
currency dipped to only 10 percent, moving the
authorities in Kenya, Uganda, and Tanganyika to
provide their own sterling guarantee in the form of a
promise to borrow in London to meet any demands
for conversion of the currency into sterling. In the
event, no such borrowing proved necessary, and by
1950 the reserve fund had grown to exceed the value
of currency outstanding.

Another aspect of the East African Currency
Board’s operations that has contemporary relevance
was its eventual assumption of various central bank-
ing functions. In 1956, with the approval of the
Secretary of State, the Board began to invest in the
securities of the governments of its constituent terri-
tories, that is, to engage in fiduciary issues of its
currency. Then in 1960, in anticipation of the inde-
pendence of the territories, the Board’s role was
expanded to include, among other things, the provi-
sion of banking and lender-of-last-resort facilities to
the commercial banks. To become a full-fledged cen-
tral bank was not the Board’s destiny, however;
instead, three separate national banks were eventu-
ally established.
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Although they encountered somewhat different
circumstances, all three of these African currency
boards succeeded in providing sound local currencies
and captured for the territories they served at least
some of the seignorage generated by the issuance of
those currencies. To be sure, the resident commercial
banks could not turn to the boards for loans in the
event of liquidity shortages, but in general they had
ready access to their head offices overseas for funds.
Also, the currency boards might perhaps have earned
higher returns for their territories if they had invested
more heavily in local securities rather than the ster-
ling securities held as backing for their currencies; but
without very strong foreign-currency reserves or
guarantees behind their local currencies, they would
have become quasi-central banks rather than cur-
rency boards, and their currencies something other
than quasi-reserve currencies.

The consensus is that the currency boards in the
British colonies generally attained their goals. Not
only did they reap the gains of seignorage, they
achieved and maintained convertibility of the local
currency into the British pound at a fixed exchange
rate. In so doing, they avoided rapid inflation and
encouraged foreign commerce, including investment
flows from abroad. And performance on these scores
generally deteriorated within the former colonies as
they gained independence and replaced their curren-
cy-board systems with central banks (Osband and
Villanueva 1992, p. 16; Walters and Hanke 1992, p. 7).

Today very few currency boards remain in oper-
ation. Most frequently mentioned are the systems in
Hong Kong and Singapore, although Brunei, Ber-
muda, and the Cayman Islands also have currency
boards. Of these jurisdictions, only Singapore and
Brunei are independent countries; and Singapore has
not merely a currency board but virtually a full-
fledged central banking operation, an operation into
which nearby Brunei’s board is integrated. (The Bru-
nei and Singapore dollars are interchangeable.) Also,
even though the Singapore dollar must be backed 100
percent by external assets, the exchange rate for it is
not fixed in terms of any foreign currency, but is
allowed to float against a basket of currencies within
a broad band. All in all, Singapore’s system is a far
cry from the classic currency-board operation.*

Because Hong Kong and Singapore are often
invoked as shining examples of the monetary stability

* On Singapore's system, see Monetary Authority of Singa-
pore (1989, pp. 10-15). With respect to Brunei, see Skully (1984,
pp- 6-10); and Brunei Currency Board (1989, pp. 27, 40-41).
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attainable through currency boards, it should be
noted that central-bank-style credit creation is an
option not only in Singapore, but, to a lesser degree,
in Hong Kong as well. The Hong Kong Exchange
Fund can act—and has acted—as a lender of last
resort; and in recent years a debate has been joined
among analysts in the colony over whether the Ex-
change Fund has been enhancing its credit-creating
powers, virtually if not nominally metamorphosing
into a typical central bank.5 In brief, twilight for the
British empire has become twilight for the currency
board as well. The question now being raised is
whether nightfall for the “Evil Empire” should offer a
new dawn for the currency board.

Currency Boards to the Rescue?

As they struggle not merely to reform, but to
transform, their economic and political systems, the
once communist countries of Eastern Europe and the
former Soviet Union are experiencing, among other
difficulties, disconcertingly high rates of inflation,
black or “parallel” markets in foreign currency, and
assorted related maladies. Thus, one of their chief
concerns has been how to organize and manage their
monetary systems. The recommendation of some
Western analysts has been to do without a central
bank, or at least to place stringent limits on its credit-
creating powers. This skepticism about central banks
is shared by some central bankers themselves; Paul
Volcker, former Chairman of the Federal Reserve
Board, recently warned various monetary authorities
of Eastern Europe and the Soviet Union that “a
central bank can become an engine of inflation. . . .”’¢
Given the circumstances, should these countries con-
vert their central banks into currency boards?

The case for the currency board, as well as its
generally satisfactory performance, have already
been set forth in this paper. It is questionable, how-
ever, whether the conditions that have fostered that
commendable performance are present in the coun-
tries of Eastern Europe and the former Soviet Union.
If conditions are not suitable, introduction of the
currency-board approach would be about as helpful
as a transfusion of the wrong blood type.

To begin with one of the lesser problems, the
formerly communist countries, unlike the British col-
onies, generally lack resident banks that can borrow
readily from sound-currency countries. Therefore, in
order to accommodate temporary increases in de-
mand for currency and credit such as those associated
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Table 1
Involvement in Foreign Commerce of

Selected Countries with Currency Boards,
1985 to 1989

Trade in Goods and Merchandise Trade
Services® as with United States
Percent of Gross  as Percent of Total

Country Domestic Product Trade
Bermuda 58.9 47.0
Brunei 47.7° 6.1
Cayman Islands 68.2 n.a.
Hong Kong 121.2 17.9
Singapore 154.4 19.1

n.a, = not available.
# One-half the sum of exports and imports of goods and services, but
of goods alone for Brunei and Singapore.

®Data are for the years 1984 to 1988.

Source: United Nations, National Accounts Statistics: Main Aggre-
ates and Delailed Tables, 1989; and International Monetary Fund,
irection of Trade Stalistics and International Financial Statistics

through U.S. Department of Commerce, Compro data retrieval

system.

with seasonal surges in business activity, the banks
would have to hold monetary reserves in excess of
their needs during much of the year. If they failed to
do so, their clientele would likely be exposed to
periodic “credit crunches.”

A second and more fundamental issue is
whether fixed exchange rates are generally appropri-
ate for these countries. The economies of currency-
board countries have often been fairly highly inte-
grated with the world economy, and have traded
heavily with the economies against whose currencies
their exchange rates were fixed. As can be seen from
Tables 1 and 2, the involvement in foreign commerce
of East European countries has been much less in-
tense than for countries now employing currency
boards. To be sure, that involvement might grow, but
great growth beyond the levels reported in the tables
is rather doubtful (Fieleke 1990, p. 20). Moreover,
labor mobility between the formerly communist
countries and the sound-currency countries is gener-

® Jao (1991, pp. 30-37). Another interesting aspect of the Hong
Kong system is that two commercial banks, rather than the
Exchange Fund, issue the Hong Kong currency, although they
may do so only insofar as they supply to the Exchange Fund an
equivalent amount of U.S. dollars, valued at the fixed rate of
exchange. On this matter, see Jao (1990, p. 79).

6 Volcker (1990, p. 4). In the same volume Alan Meltzer
advises replacing the central banks in these countries with what
amount to currency boards (1990, pp. 108, 111).
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ally restricted by immigration laws, and may become
more rather than less restricted as adjustment costs
and social tensions in sound-currency countries
mount with the number of immigrants. For reasons
explained earlier, these factors weaken the case for
fixed exchange rates for the formerly communist
countries. Also, selection of an appropriate exchange
rate at which to fix the domestic currency is a formi-
dable analytical task for a country whose currency is
rapidly depreciating against sounder currencies.

But if a fixed exchange rate and currency board
did seem desirable for such a country, the currency

Table 2
Involvement in Foreign Commerce of

Selected East European Countries,
1985 to 1989

Trade in Goods and
Services® as
Percent of Gross

Country Domestic Product
Bulgaria 9.5°
Czechoslovakia 30.1
Hungary 37.7
Poland 18.0
Romania 19.3

®0ne-half the sum of exports and imporls of goods and services for
Hungary and Poland, but of goods alone for Bulgaria, Czechoslovakia
and Homania.

®Data are for the years 1985 to 1988.

Source: United Mations, National Accounts Statistics: Main Aggre-
ates and Detailed Tables, 1989; and International Monelary Fund,
irection of Trade Statistics and International Financial Statistics

through U.S. Department of Commerce, Compro data retrieval

system.

board would have to be endowed with a stock of
foreign currency roughly equivalent in value, at the
fixed rate selected, to the outstanding stock of domes-
tic currency. The alternative would be for the board
(and, implicitly, its government) virtually to repudi-
ate the outstanding currency, providing foreign ex-
change backing and convertibility solely for a newly
issued currency. Such repudiation, or quasi-repudia-
tion, not only would erode confidence still further in
the outstanding currency but might well undermine
confidence in the board’s new currency as well, since
a currency board is not, after all, a sovereign body
immune from interference by its government. Recall
that the colonial currency boards discussed in this
article took pains to compensate the holders of cur-
rencies being replaced.
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But it may well be the case that a country would
not have foreign exchange reserves equivalent to the
domestic currency outstanding at the exchange rate
to be set. To meet the shortfall, the government
might be able to sell some of its assets to acquire
foreign currency, or might be able to borrow the
currency. Such measures would increase the cost of
launching the currency board and would raise the
question whether the country’s foreign exchange
reserves, if so limited, might better be put to other
purposes, such as repayment of any high-cost foreign
debt.

Perhaps most troublesome, however, is the par-
adox underlying the currency-board proposal. The
proposal to replace money-creating central banks
with currency boards in the formerly communist
countries presumes that the governments currently
relying on those central banks to help fund their
activities will henceforth substitute one or some com-
bination of the following courses of action: (1) curtail
their activities; (2) raise taxes or fees; (3) borrow more
in commercial markets. But it is precisely because the
governments have been generally unwilling to deal
with their large deficits through these courses of
action that they have turned to the money-printing
presses of their central banks. Paradoxically, the
currency-board proposal presumes that governments
unwilling to take these actions will establish curren-
cy-board systems that would entail those very ac-
tions. In fact, with a true conversion among official-
dom, currency boards would not be necessary to
restore the soundness of the depreciating domestic
currencies.

The organization of the monetary system in
Singapore nicely illustrates this point. As we have
noted, Singapore’s economic record is commonly
cited by currency-board advocates as an example of
the monetary stability and the prosperity that are
allegedly promoted by the currency-board system. In
fact, Singapore not only has a full-fledged central
banking operation, rather than a traditional currency-
board system, but its central bank (the Monetary
Authority of Singapore, or MAS) is chaired by the
Minister of Finance, rather than by someone presum-
ably insulated from any government demands for
financing. On the rationale for this organization, Dr.
Goh Keng Swee, Deputy Chairman of the MAS and
former Deputy Prime Minister, has offered the fol-
lowing explanation (1992, pp. 34-35):

.. . when the Monetary Authority of Singapore (MAS)
was set up, the Chairman was by law the Finance
Minister. World Bank experts advised us against
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this. . . . The World Bank believed that putting the
Finance Minister in charge would be like asking a cat to
look after fish. But Singapore has always worked on the
principle that government expenditure ... must be
paid for out of government revenues, . .. Successive
Finance Ministers have been doing just this. They do not
need an independent Central Bank Governor to per-
suade them not to run budget deficits. But if the elec-
torate . . . persists in wanting the good life without
working for it, constitutional safeguards cannot stop
foolish behavior.

This is not to say that institutional arrangements
do not matter. It is conceivable that officials who had
got fiscal and monetary religion might help to con-
vince the public of that fact, and thereby increase
confidence in the domestic currency, by establishing
a currency board; and the officials themselves might
be helped by an independent currency board to
practice, not merely to profess, a sound money
doctrine. But dramatic results should not be expected
from the inauguration of a currency board in the
absence of other financial reforms. A public that has
suffered the debasement of its currency may be
excused for suspecting that the government will
somehow abuse a new currency board or plunder its
assets.” More fundamentally, the government may
feel driven to precisely such behavior if its constitu-
ents are loath to endure the painful adjustments that
commonly accompany fiscal and monetary retrench-
ments.

Conclusion

The currency board has been recommended as
an institution that could quickly check inflation
where it has been surging in various countries of
Eastern Europe and the former Soviet Union. Unlike
the more drastic remedy of allowing the depreciating
domestic currency simply to be replaced by a sounder
foreign currency, the introduction of currency boards
would capture for these countries the seignorage
gains that accrue from the issuance of a domestic
currency while simultaneously fixing the value of that
currency in terms of a sound foreign currency. Aside
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from inflation control, linking the domestic currency
to another country’s currency is more likely to en-
hance domestic welfare if the two countries’ econo-
mies are highly integrated, including a high degree of
labor mobility across their common border.
Currency boards generally performed well in the
British colonies where they proliferated, but as the
colonies gained independence they replaced or sup-

It 1s not clear why a government
inclined to inflate would agree to
a currency board, or why it would
require so drastic a remedy if it
truly decided to reform.

plemented the boards with central banks endowed
with broader powers, so that only a few relatively
traditional currency-board operations can be found
today. Because central banks in a number of countries
have become engines of inflation through their mon-
ey-creating powers, some analysts now propose to
reverse the pattern of the past and replace offending
central banks with currency boards, which cannot
issue fiat money.

Whether currency boards would be desirable for
the countries of Eastern Europe and the former Soviet
Union is highly questionable on several grounds. For
example, other things equal, their economies may not
be so closely integrated with the economy of a sound-
currency country as to warrant fixing their currency
values against such a currency. More fundamentally,
it is not clear why a government that is inclined to
inflate would agree to a currency board, or why it
would require so drastic a remedy if it truly decided
to reform.

7 In this connection, a recent study finds that in developing
countries the degree of legal independence of the central bank
bears no significant relationship to the rate of inflation. See
Cuikerman, Webb, and Neyapti (1992, pp. 375-76 and 383).
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dermined consumer confidence, and slowed economic growth

around the world. From homeowners in California to billionaire
real estate developers operating in New York, London, and Tokyo, all
have seen their net worth dwindle as real estate prices have fallen.
Sizable holdings of nonperforming real estate imperil the financial
health of stodgy New England banks, aggressively managed Southwest-
ern thrifts, and even the financial giants of Japan.

Direct investors in real estate are not the only ones adversely
affected by declining real estate values. Capital-impaired banks and
insurance companies may be less willing to make loans. U.S. taxpayers
may be required to ante up for real estate bets lost by federally insured
institutions, while in other countries governments work behind the
scenes to shore up their financial institutions. And everyone suffers
from the drag on the economy that these real estate losses have exerted.

In the fall of 1992 the Federal Reserve Bank of Boston convened a
conference on “Real Estate and the Credit Crunch” to explore the causes
of these real estate problems and their implications for financial institu-
tions and public policy. The focus was real estate developments in the
United States, but the discussion extended the topic to the world
economy.

The conference consisted of six sessions. The first two examined the
causes of the fluctuations in real estate markets in the 1980s, focusing on
housing prices and on commercial construction and real estate values.
Through much of the decade, housing prices in the Northeast and the
West rose very rapidly and construction of commercial buildings was
very strong. As the decade ended, however, home prices were falling
and commercial construction had plummeted. Both sessions asked
whether economic fundamentals could explain the swings in real estate
activity or whether speculative bubbles played a role. The third and
fourth sessions considered the consequences of real estate problems for

D eclining real estate values have shaken financial markets, un-



financial institutions and the availability of credit.
Why were some institutions more drawn to real
estate lending than others? Have problems with real
estate loans induced a credit crunch, as many small
business representatives have alleged? The fifth and
sixth sessions considered the implications of these
problems for public policy. Could federal regulatory
policy have prevented banks’ and thrift institutions’
overconcentration in real estate? And to what degree
did tax changes and general macroeconomic policy
contribute to the fluctuations in real estate markets
and lenders’ aggressive movement into real estate?

Several themes ran through the conference.
First, real estate prices and construction levels do
respond to economic fundamentals. These economic
conditions may vary from one part of the country to
another. Thus, local housing prices reflect local em-
ployment and income growth, as well as national
interest rates. However, economic fundamentals
alone cannot explain the extreme fluctuations in real
estate values and construction that occurred in some
regions.

Changes in federal tax policy and financial insti-
tution regulation contributed to increased real estate
investment through much of the 1980s and to the
eventual bust at the end of the decade. In addition,
both residential and nonresidential real estate mar-
kets are prone to speculative bubbles and overshoot-
ing. Past price appreciation appears to generate ex-
pectations of future gains.

Speculative bubbles require financing, and the
enthusiasm of depository institutions, particularly
commercial banks, for real estate loans fed rising
values and excessive construction. But while banks
and thrifts had tax and regulatory incentives for
financing real estate, their willingness to become so
exposed was a subject of lively debate. Some partic-
ipants were adamant that banks knew the risks they
were incurring, while others were equally convinced
that banks were victims of a lemming mentality.

The bursting of the real estate bubble directly
affected banks by reducing their capital. And the
regulatory response has been procyclical, as banks
have had to reduce their lending in order to comply
with directives to boost capital ratios. This curtail-
ment of lending was seen by some participants as
impairing the nation’s recovery from recession, but
others attributed the decline in bank lending to a lack
of creditworthy borrowers.

What triggers a bubble remains unknown. How-
ever, public policy should avoid reinforcing such
speculation. With the benefit of hindsight, bank
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regulatory policy, fiscal policy, and tax policy all
appear to have been procyclical in the 1980s. As these
policies are reassessed, one lesson to be drawn from
recent experience is that greater attention should be
paid to the short-run transition effects of policy
changes, and to the possibility that policy changes in
one arena may interact with changes in a seemingly
unrelated area. Thus, the investment incentives cre-
ated by Economic Recovery Tax Act of 1981 (ERTA)
were reinforced by financial deregulation and an
expansionary fiscal policy.

Explaining the Pattern of
Real Estate Activity

What explains the gyrations in real estate activity
that occurred in the 1980s? Although such economic
fundamentals as employment and income growth,
construction costs, and real interest rates all contrib-
uted, speculation also seems to have driven price
movements and construction levels in both the resi-
dential and nonresidential real estate markets.

Patterns and Determinants of Metropolitan
House Prices, 1977 to 1991

Jesse M. Abraham and Patric H. Hendershott
attempt to explain the volatility in local house prices
that characterized recent years. Using a data set on
repeat transactions developed at Freddie Mac, they
first document that housing prices have changed at
very different rates over different intervals and in
different parts of the country. An examination of
price changes in 30 metropolitan areas shows that the
Northeast and the West had the highest rates of
housing price appreciation from 1977 to 1991, with
prices rising most rapidly in the West in the late 1970s
and late 1980s and in the Northeast in the early and
mid 1980s. Within each of these regions, the price
changes in the individual metropolitan areas were
fairly similar. In contrast, the experience of metropol-
itan areas in the central part of the country was quite
diverse. The authors suggest that the Freddie Mac
repeat-transaction data base is superior to the more
familiar median price data from the National Associ-
ation of Realtors because the repeat-transaction prices
are better explained by construction costs and land
prices.

The heart of the Abraham-Hendershott paper is
a series of pooled time series cross-section regres-
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sions, in which they test whether economic variables
such as employment and income growth, inflation of
real construction costs, and changes in real, after-tax
interest rates can explain the variation in metropoli-
tan area housing prices. While these economic vari-
ables are statistically significant determinants of res-
idential real estate prices, they explain only 40
percent of the movement in prices. Including the
lagged appreciation in housing prices increases the
explanatory power to more than 50 percent. The
regressions were also run over smaller geographic
subsamples and shorter time intervals. The variables
generally had the expected signs, but the coefficients
varied considerably in magnitude over the different
subsamples. The model explained a higher fraction of
the price variation in the Midwest and Southeast,
where price movements have been less volatile. The
large increases in prices in the Northeast through
most of the 1980s and in California in the late 1980s
remain largely unexplained by the regressions.

The authors conclude that while economic fun-
damentals account for some of the variation in met-
ropolitan housing prices in the 1980s, they do not
explain the extreme changes that occurred in some
parts of the country. Both this result and the finding
that the past appreciation in housing prices increases
the explanatory power of the equations seem consis-

Abraham and Hendershott
conclude that while economic
fundamentals account for some of
the variation in metropolitan
housing prices in the 1980s,
they do not explain the extreme
changes in some parts of
the country.

tent with arguments that bubbles can occur in real
estate prices. However, the mechanisms that trigger
both the extreme increases and the subsequent de-
clines remain unknown.

William C. Apgar, Jr. expressed some concern
about the Freddie Mac data base and the parsimoni-
ous nature of the Abraham-Hendershott model. The
Freddie Mac data include refinancings; thus appraisal
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values rather than actual sales account for a portion of
the price data. Also, because Freddie Mac purchases
only conforming conventional loans, the data set
does not include low-valued homes that received
FHA insurance or high-valued homes that exceed
Freddie Mac guidelines. Finally, the Freddie Mac data
do not include information on property characteris-
tics; therefore, one cannot adjust for any changes in
value that occur because of property improvement or
deterioration. These weaknesses in the data may distort
the pricing patterns developed in the statistical anal-
ysis. For example, if renovations are more likely in
areas experiencing a housing boom, the rapid appre-
ciation in real estate prices will be overstated unless
corrections are made for the quality improvements.

With respect to the model, many factors fre-
quently cited as causes of regional price variations
have been omitted. Apgar notes specifically demo-
graphic factors and variations in zoning and land use
restrictions. Apgar concludes by emphasizing the need
for greater understanding of the links between re-
gional housing and regional economic cycles. Hous-
ing is a major component of household wealth. Thus,
rising housing prices may spur consumption and
even increased housing expenditures. He also points
out that regional housing cycles were much less
synchronous in the 1980s than they were in the 1970s.

James A. Wilcox stresses the daunting task facing
the authors. Not only are they trying to estimate
short-run changes in the price of a long-term asset,
but they are also doing so for diverse regions of the
country over an economically turbulent period. All
things considered, the equations perform very well.
Moreover, Wilcox views the Freddie Mac data setas a
considerable step forward, as it standardizes for
location even if not for other property characteristics.
He recommends, however, that the model include an
error-correction mechanism that would allow hous-
ing prices to revert to a “steady state” level.

Wilcox also argues that a model of housing based
on economic fundamentals may have considerable
value even if it cannot explain extreme price changes.
Indeed, the failure of economic fundamentals to
explain rapid price increases may be evidence that a
bubble is occurring and that market participants
should be cautious. Not only does the autocorrelation
of housing price changes suggest that housing mar-
kets may be inefficient and prone to bubbles, but
Wilcox suggests that such a phenomenon could also
exist in the commercial real estate market and, in light
of recent declines in values, could explain the drying
up of credit to this sector.
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How the Commercial Real Estate Boom
Undid the Banks

Lynn E. Browne and Karl E. Case examine the
causes of the commercial construction boom of the
1980s and attempt to explain why banks were so
damaged by the oversupply of commercial space.
They argue that the commercial real estate market is
prone to overshooting. Inherent cyclical tendencies
are reinforced by lenders’ enthusiasm or distaste for
real estate investments, as attitudes formed in one
time period may persist after economic conditions
have changed.

Following very low levels of commercial con-
struction in the late 1970s, construction, especially of
office buildings, soared in the mid 1980s, plateaued,
and then plummeted at the end of the decade.
Echoing a theme introduced by Abraham and Hen-
dershott, the authors find considerable variation in
construction patterns in different parts of the coun-
try. The surge in construction in the 1980s was
particularly pronounced in New England and further
down the East Coast.

A number of factors contributed to the construc-
tion boom. Strong growth in the late 1970s and early
1980s in financial services and other industries that

Browne and Case point out that
the commercial real estate market
is inherently vulnerable to cycles.

occupy commercial space pushed down vacancy rates
and drove up rents at the start of the decade. The
Economic Recovery Tax Act of 1981 provided addi-
tional incentives to invest in real estate. Commercial
real estate offered particularly attractive opportunities
for wealthy individuals to shelter income, as these
properties could be financed largely by debt, depre-
ciated at ERTA’s rapid rates, and then sold for a
capital gain. Further reinforcing these trends was the
enthusiasm of lenders, especially commercial banks,
for commercial real estate investments. Banks were
both pushed and pulled into commercial real estate.
Banks in the early 1980s had experienced increased
competition in other lending areas; at the same time,
real estate investments were seen as offering very
attractive returns.
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The authors point out how these seemingly
separate influences interact with the long lead times
required to put up a commercial building and with
traditional commercial rental agreements to create a
market that is inherently vulnerable to periodic over-
building. Because of the long lags from planning to
project completion, the stock of office space is rela-
tively fixed in the short run. Thus, an increase in the
demand for space temporarily pushes rents above the
levels that will result when supply has adjust. In a
situation reminiscent of the “hog cycle” of elemen-
tary economics, developers and lenders may forecast
a continuation of these short-run rents and build too
much. Aggravating such tendencies are rental agree-
ments that extend over several years. Because tenants
signing new leases cannot compete for the space
already under lease, a tight market can produce a
spike in marginal rents, which may be misinterpreted
as a permanent increase.

Lenders” favorable experience with real estate
loans during the period of rising rents may also cause
them to continue to finance real estate projects after
conditions have started to change. In addition, be-
cause many tenants of office buildings are lenders
themselves or in professions associated with con-
struction and real estate, their prosperity during the
real estate boom may create the impression that the
long-term demand for office space is much stronger
than is actually the case.

The authors illustrate how, under commonly
used valuation approaches, real estate values are
extraordinarily sensitive to the assumptions made
about vacancy rates and rent levels. If values are
based on current rental agreements and occupancy
rates, the value of the Boston metropolitan area office
stock appears to have fallen more than 70 percent
since 1987. Because many projects were highly lever-
aged and because the owners were frequently indi-
viduals or partnerships whose assets were protected
from the banks’ reach or concentrated in real estate,
which declined in the bust, banks have had to absorb
much of the loss on commercial real estate projects.

Peter C. Aldrich touched off a lively debate that
continued throughout the conference by asserting
that bankers were well aware of the risks that they
were incurring in their commercial real estate lend-
ing. Constrained by regulation and facing increased
competition from mutual funds, pensions, and oth-
ers, they adopted higher-risk lending practices in
order to bolster returns. In this regard, Aldrich con-
tends that the paper focuses too much attention on
the mistakes of ERTA and too little on the failure of
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public policy to deal with a constrained and fragile
financial system.

While Aldrich views ERTA as providing an un-
fortunate stimulus to commercial construction, a
more fundamental cause of the real estate boom was
investors’ efforts to hedge against inflation. Foreign
investors and pension funds held a significant share
of the commercial real estate market, despite their
inability to receive the tax benefits available to real
estate syndications and U.S. corporations. Even so,
Aldrich believes that the returns that ERTA made
possible were greater than indicated by Browne and
Case. Moreover, the incentives for corporations to
invest in real estate were even more powerful than
those for individuals. However, because corporations
frequently chose to invest through single-purpose
entities, general corporate assets were not available to
draw upon if projects floundered.

Aldrich agrees with the applicability of the “hog
cycle” to the commercial real estate market and
particularly with the observation that customary lease
agreements can be an important contributor to over-
shooting. With respect to the authors’ statement that
once a real estate boom unwinds, “it does so with
surprising speed,” Aldrich counters that the reaction
is actually very slow to get started but very deep.

David Shulman also believes that the paper over-
emphasizes the role of tax policy in the commercial
real estate boom. Commercial construction and real
estate prices soared in London, Paris, and Tokyo,
despite very different tax and bank regulatory envi-
ronments. In addition, much of the commercial real
estate boom occurred after the tax benefits were
removed. Instead, Shulman attributes the boom to
the Plaza Accord of 1985, which he argues resulted in
easier monetary policy worldwide and set in motion
an inflation in the prices of all kinds of assets,
including real estate.

Schulman also thinks the paper devotes insuffi-
cient attention to the role of demand in stimulating
the growth and contributing to the subsequent col-
lapse of commercial real estate. Rapid growth in office
employment in the early 1980s created conditions
highly favorable to commercial construction, while
the “white collar” recession at the end of the decade
was the “final nail in real estate’s collapse.” The
creation of suburban office centers also was an im-
portant phenomenon of the 1980s that reduced the
value of downtown office locations.

In the ensuing general discussion, both Schul-
man’s assertion that a global easing of monetary
policy was a major cause of the boom and Aldrich’s
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contention that banks had deliberately taken risks in
order to generate higher earnings were debated. Slow
growth in monetary aggregates and declining rates of
inflation seemed inconsistent with the international
easy money hypothesis. Several participants agreed
that banks had expanded into a higher-risk type of
lending intentionally because their franchises were
being eroded by competition. Others countered that
banks could not have known the risks, pointing out
that even banks that were not facing competition in
their core businesses had pursued real estate lending
aggressively.

Real Estate and the Banking Industry

The real estate boom would not have been pos-
sible if lenders had not been willing to supply financ-
ing. This section of the conference focused on the
reasons financial institutions expanded so aggres-
sively into real estate lending and the consequences
of the real estate collapse for bank lending today.

Financial Institutions and the Collapse of
Real Estate Markets

Donald D. Hester reviews the mortgage lending
activity of commercial banks, thrift institutions, and
life insurance companies and concludes that changes
in mortgage lending by thrifts and life insurance
companies in the 1980s were a rather “passive”
response to regulatory changes, economic pressures,
and other developments over which the institutions
had little control. In contrast, commercial banks ag-
gressively sought to expand their share of real estate
lending and their concentration in real estate lending.

During the 1980s, commercial banks accounted
for an increasing share of direct residential and com-
mercial mortgage lending. Thrifts also increased their
share of commercial mortgages in the first half of the
decade. The insurance companies’ share of the com-
mercial market fell slightly, and their already small
holdings of residential mortgages declined further.
Insurance companies appear to have been shifting to
more liquid assets. This shift was probably driven by
the insurance companies’ large, growing role as pen-
sion fund managers and by the increased public
demand for term insurance rather than the traditional
straight-life product.

Thrifts’ increased mortgage lending stemmed
from their dire financial circumstances at the start of
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the decade. Soaring interest rates not only caused
operating losses but meant that the net worth of
many thrifts, if marked to market, was negative. To
dig themselves out of this hole, thrifts took advantage
of financial deregulation, deposit insurance, and bro-
kered deposits in an attempt to grow sufficiently
rapidly that profits would be large enough to build
back their net worth. While theoretically feasible, the
strategy failed.

Hester offers three explanations for commercial
banks’ aggressive mortgage lending. Better hedging
tools enhanced control of interest rate risk and made
the risks of real estate lending appear more manage-
able. In addition, the Tax Reform Act of 1986 encour-
aged individual borrowers to use residential mort-
gages as a means of borrowing for other purposes.
Hester attributes banks’ increased exposure to com-
mercial real estate loans to growing competition in
traditional banking markets from the commercial
paper market and other financial intermediaries, here
and abroad.

Because of these developments, banks may have
seen real estate loans as offering higher returns than
other lending opportunities. However, evidence was

Hester attributes banks’ increased
exposure to commercial real estate
loans to growing competition in
traditional banking markets from
commercial paper and other
financial intermediaries.

accumulating that real estate markets were weaken-
ing. Office vacancy rates rose sharply in the mid
1980s. Rates of return on commercial properties de-
teriorated in the second half of the decade. Moreover,
~macroeconomic problems, highlighted by declining
real wages, may have reduced the economy’s ability
to service debt. Hester points out that the economy
has suffered a deadweight loss from overbuilding and
that the allocation of this loss among lenders, taxpay-
ers, and others will be contentious.
James R. Barth agrees that the pattern of real
estate lending by savings and loan associations can be
explained by their financial problems in the early
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1980s and by changing laws and regulations. Com-
mercial banks’ expansion into real estate is harder to
explain. Commercial banks continued to expand their
real estate portfolios even after the Tax Reform Act of
1986 had reduced the attractiveness of real estate
investments. Various explanations have been pro-
posed, including changes in monetary policy, the
temptation to take risks with federally insured depos-
its, and managers’ desire for larger empires; but
sorting out the relative contributions is difficult.

Opinions differ, even among depository institu-
tions, on the appropriate response to these problems.
Barth advocates relaxation of regulatory restrictions
on the activities depository institutions may engage
in. He would expand the powers only for healthy
institutions, however, and he would have regulators
move more quickly to eliminate unhealthy institutions.

Gerard S. Cassidy reiterated the importance of
nonbank competitors’ encroaching on the profitable
lines of traditional banking markets as an explanation
for banks’ expansion into commercial real estate.
Nonetheless, he also believes that banks underesti-
mated the risks in real estate lending because of the
widely held perception that real estate prices rarely
decline. The long duration of real estate cycles means
that most of the loan officers making decisions in the
1980s had not experienced a weak real estate market.
Their expectations were shaped by the inflationary
years of the late 1970s and early 1980s. The unusual
vigor of the Texas economy in the early 1980s and
New England later in the decade also contributed to
the enthusiasm for real estate loans in those areas.

Cassidy also attributes the banks’ problems to
management failures. Underwriting standards were
relaxed in order to compete. Rapidly growing portfo-
lios were not monitored carefully. And the use of
interest reserves delayed the realization that prob-
lems were developing in commercial loan portfolios,
as loans on projects that were unable to generate
sufficient cash flow to cover debt service were still
current because of the cash reserves.

Crunching the Recovery: Bank Capital and
Bank Credit

The paper by Joe Peek and Eric S. Rosengren
presents evidence that the collapse of real estate
markets has induced a “credit crunch.” The losses on
real estate loans significantly eroded the capital of
banks at a time of increased emphasis on capital
requirements. To satisfy mandatory capital-to-asset
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ratios while their capital continued to decline, banks
were forced to shrink their assets. This shrinkage
occurred primarily in loans rather than securities. As
a consequence, Peek and Rosengren argue, banks
have not been able to meet the credit needs of
legitimate borrowers, many of whom are dependent
on banks.

Peek and Rosengren present
evidence that the collapse of real
estate markets has induced a
“credit crunch,” defined as
nonprice rationing of the
supply of credit.

Reduced lending, by itself, is not sufficient to
indicate a credit crunch, which the authors define as
nonprice rationing of the supply of credit. In a weak
economy, the demand for loans may have fallen or
the creditworthiness of prospective borrowers may
have deteriorated. Peek and Rosengren argue that it
is possible to distinguish a capital-induced contrac-
tion in the supply of credit from a reduction in the
demand for credit by looking at the lending behavior
of different institutions facing similar demand condi-
tions. If a reduction in capital was responsible for the
reduced lending, poorly capitalized institutions
would cut back their assets and liabilities more than
their healthier competitors, whereas if demand con-
ditions were responsible the contraction would be
more uniform.

Peek and Rosengren use regression analysis to
show that capital-to-asset ratios were a statistically
significant determinant of deposit growth at New
England banks in 1990. Thus, institutions with lower
capital ratios experienced slower deposit growth or
reduced their deposits more than better-capitalized
institutions. Peek and Rosengren also present an
examination of recent regulatory agreements issued
in New England that links bank shrinkage to regula-
tory policy. These regulatory agreements required
capital-to-asset ratios that were much higher than
official minimum capital requirements, as well as
being higher than the institutions’ actual capital-to-
asset ratios. The banks subject to these agreements

November/December 1992

responded by reducing their assets, especially their
lending,.

The authors argue that the large number of
undercapitalized banks in New England means that
regulatory-induced restrictions in lending have the
potential to seriously hinder the ability of small and
mid-sized firms in New England to obtain bank
credit. To reduce the capital crunch, they recommend
ending restrictions on interstate branching so that
capital will flow into capital-depleted regions, elimi-
nating procyclical implementation of capital regula-
tion, and focusing greater regulatory attention on the
risks taken by banks when they initially increase their
exposure rather than after the loans become troubled.

Albert M. Wojnilower agrees that imposition of
more stringent regulatory scrutiny and increases in
capital requirements at a time when bank capital was
being eroded by loan losses has contributed to a
serious contraction of credit. Nor is the problem
confined to New England. The steep yield curve and
a decrease in banks’ managed liabilities are consistent
with a national aversion to taking risks. Wojnilower
takes issue with the term “crunch,” however. Crunch
implies a sudden and brief tightening of credit; Woj-
nilower fears that the current contraction will persist
longer than past credit crunches because it is the
result of regulatory policy.

Wojnilower argues that banks seeking to reduce
their assets will call their soundest loans first, because
these borrowers can pay. He also points out that a
denial of credit to one customer will have a ripple
effect on that customer’s suppliers and services.
These businesses may, as a consequence, curtail their
own borrowing; and this, in turn, may be interpreted
as a reduction in the demand for credit, whereas the
precipitating cause was a reduction in the supply of
credit.

While in agreement with the policy prescriptions
offered by Peek and Rosengren, Wojnilower is skep-
tical that they will do much to alleviate current credit
constraints. Instead, he advocates requiring banks to
increase credit, preferably to the private sector, in line
with the Federal Reserve System’s targets for national
credit growth. While this proposal could result in
more loan losses in the future, he argues that defaults
will be fewer if banks lend than if they do not. If a
bank does not lend, he asks, who needs it?

William M. Crozier, Jr. argues that the supervi-
sory agencies’ emphasis on capital-to-asset ratios is
preventing banks from taking advantage of attractive
earnings opportunities that would enable them to
build their capital back up. He disputes, however,
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that capital regulations account for the drop in bank
lending and that there is a large unmet demand from
creditworthy private sector borrowers. Rather, if not
restricted by capital constraints, banks would be
buying government securities, which are highly lig-
uid and are offering attractive yields.

With respect to private sector demand for bank
credit, Crozier asserts that good projects are few and
can easily secure financing. Many projects are unsuit-
able because the collapse of the real estate market in
the Northeast has made gauging the value of collat-
eral very difficult; also, borrowers have become more
cautious and will not put their own funds at risk.

Crozier's contention that the decline in bank
lending is attributable to a lack of creditworthy bor-
rowers prompted a spirited general discussion. Some
participants supported this view, citing surveys of
small businesses in which credit disruptions were not
identified as a problem. Other participants countered
that New England banks that had aggressively
sought new business customers received a flood of
loan applications, many from seemingly qualified
borrowers. One participant noted that banks could
only generate significant earnings from purchasing
U.S. government securities by exposing themselves
to increased risk from interest rate changes.

Policy Implications

The final two papers looked for lessons that
could be drawn from the real estate and banking
crisis. One focused on the implications for the regu-
lation of financial intermediaries, while the other
considered how changes in tax policy may have
contributed to the fluctuations in real estate and
financial markets and how such disruptions might be
avoided in future.

Banks and Real Estate: Regulating the
Unholy Alliance

Robert E. Litan observes that a central objective
of bank regulation with respect to real estate lending
should be a structure that dampens the inherently
cyclical nature of real estate markets. Regulatory
policy did not achieve this objective in the 1980s. At a
minimum, it failed to prevent banks’ excessive con-
centration in real estate lending; and once problems
developed, more stringent regulation appears to have
worsened the downturn in real estate markets and
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may have impeded the recovery. Nevertheless, Litan
does not think regulatory policy should be eased.
Rather, monetary and fiscal policy should be used
more forcefully to offset the effects of tighter but
appropriate regulation.

Litan’s paper addresses four questions: Could
regulation have prevented banks’ shift into real estate
loans? Did regulation exacerbate real estate difficul-
ties once they developed? What changes should be

Litan argues that the moral
hazard motivation seems to have
characterized the lending activity

of thrifts and larger banks, but
that most banks seem to have
acted like lemmings.

made to regulatory policies in light of current prob-
lems? How should such changes be phased in?

With respect to regulators’ ability to limit bank
involvement in real estate, Congress passed several
laws at the beginning of the decade that removed
restrictions on banks’ and thrift institutions’ invest-
ments in commercial real estate. Had these restric-
tions remained in place, depository institutions
would not have been able to shift so heavily into
commercial real estate lending. But whether such
restrictions would have prevented banks and thrifts
from taking excessive risks is a more difficult ques-
tion.

If banks and thrifts pursued commercial real
estate loans as a strategy to earn high returns by
taking large risks, then limiting their involvement in
real estate might simply have caused them to look for
high-return, high-risk opportunities in other areas.
Conversely, if banks and thrifts shifted into real
estate because they saw others doing so and seem-
ingly making high profits, then restricting their real
estate involvement would have reduced the general
level of risk. Litan characterizes the former as the
“moral hazard” motivation and the latter as the
“lemming"” mentality; he argues that the moral haz-
ard motivation seems to characterize the actions of
thrift institutions and some of the larger banks, but
that most banks seem to have acted like lemmings.
Even banks that were well capitalized and had a lot to
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lose from taking large risks expanded their commer-
cial real estate lending aggressively. Accordingly, a
more restrictive regulation of real estate lending
might have prevented subsequent problems.

Regulatory policy became more restrictive at the
end of the decade as real estate markets were weak-
ening. Litan shares the view expressed by Peek and
Rosengren that more stringent regulation has exacer-
bated the problems in real estate and contributed to a
general slowdown in bank lending. Litan is especially
concerned that the risk-weighted capital standards
established in the Basle Accord create a bias against
lending and towards investment in government se-
curities.

Litan favors a return to restrictions on loan-to-
value ratios. He would also like to see larger banks
required to meet some of their capital requirements
through the issuance of subordinated debt. This
would introduce more market discipline, as banks
that could not sell subordinated debt would not be
able to expand. For smaller banks that cannot issue
subordinated debt, he suggests that excessive con-
centrations in commercial real estate should be offset
by higher capital requirements.

To ameliorate the procyclical bias in current
regulatory procedures, Litan proposes altering capital
regulations and reserving procedure. To eliminate
the incentives for investing in securities rather than
lending created by the risk-weighted capital stan-
dards, he suggests allowing countries to obtain waiv-
ers permitting them to alter risk weights as long as
the overall level of bank capital is not significantly
diminished. The United States could then promote
lending by increasing the risk weight on government
securities and reducing that on conventional loans.

Litan also advocates changes in the procedures
for establishing loan loss reserves. Banks should not
be required to establish reserves for loans that are
current on principal and interest payments but have
suffered a decline in the market value of the under-
lying collateral. Furthermore, for loans that are truly
nonperforming, reserves should be based on long-
run economic values rather than current liquidation
values.

Robert R. Glauber agrees with several of the
regulatory changes proposed by Litan, but he is
skeptical that the use of subordinated debt would do
any more than provide an “early warning” of poten-
tial problems and he strongly opposes the reestab-
lishment of loan-to-value restrictions on real estate
loans. Loan-to-value ratios would have done little to
discourage banks from investing in real estate during
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the boom period when real estate values were rising.
Furthermore, designing a set of regulations that
could accommodate diverse and complicated real
estate projects would be very difficult. The inevitable
result would be a proliferation of regulations that
would stifle bank vitality. More generally, bank reg-
ulators should focus on broad institution policies
rather than micro-managing specific types of loans.

Glauber believes that the fundamental problem
facing banks is that deposit insurance gives them an
almost unlimited capacity to raise funds, while regu-
lation allows very limited opportunities to put those
funds to work. This imbalance leads banks to take
excessive risks in those areas where they can invest.
Banks need broader powers so they can compete
more effectively with financial intermediaries that are
not so constrained.

Glauber also disputes the existence of a regula-
tor-induced credit crunch and attributes slow growth
in bank lending to lack of demand. He notes that loan
growth has also slowed at unregulated, nonbank
sources of business financing and that funds raised
through the commercial paper market contracted in
1991.

While Sherman ]. Maisel concurs that banks
behaved like lemmings in their eagerness to make
commercial real estate loans, he also believes that the
inherent cyclical biases of real estate financing should
have been recognized. Long lags, high leverage, and
appraisals that reflect the past rather than the future
all interact to create a cyclical market with infrequent
but very large risks of loss. Because the risks are so
large, real estate warrants special regulatory attention
aimed at preventing banks from becoming overex-
posed and from lending in a procyclical manner.

With respect to Litan’s recommendation that
banks be required to hold reserves only against loans
that are actually nonperforming, Maisel notes that
many construction loans are performing solely be-
cause of prefunded interest reserves and that requir-
ing banks to recognize problems on these loans early
may avoid larger losses later. Also, examiners may
find it difficult to follow Litan’s counsel that proper-
ties should be based upon long-run economic values
rather than liquidation values. Maisel is dubious that
appraisers can ascertain true value better than the
market, although he suggests that replacement cost
might be a useful indicator of value. Finally, he
believes that the risk-weights used in capital stan-
dards should reflect true risks as accurately as possi-
ble and should not be altered to encourage lending.

Rather than making ad hoc regulatory adjust-
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ments to ameliorate the real estate cycle, Maisel
advocates revising regulations so as to dampen cycli-
cal tendencies. He proposes, first, treating the rapid
growth of any asset category as an early warning
signal and, second, raising required capital-to-asset
ratios during expansions and allowing them to de-
cline during recessions.

Tax Reforms and the Housii%hMarket in
the Late 1980s: Who Knew at, and
When Did They Know It?

James M. Poterba examines the effect of federal
tax changes on housing values and residential con-
struction levels. He concludes that the analyses made
at the time the tax bills were enacted were generally
accurate in predicting the changes that would occur,

Poterba concludes that analyses
made at the time of federal tax
changes focused on the long term
and ignored the adverse
consequences for construction
levels, asset values, and the
health of financial institutions
in the short run.

but that these analyses focused on the long term and
ignored the adverse consequences for construction
levels, asset values, and the health of financial insti-
tutions in the short run. Housing is one of the more
volatile sectors of the economy, but the falloff in
multifamily housing starts since the mid 1980s has
been the largest contraction of the past 30 years.
Changes in federal tax policy contributed to the
falloff, first by encouraging “overbuilding” in the
early 1980s and then by sharply reducing the incen-
tives to invest in rental housing even as signs of
weakness in the rental market were emerging.

By shortening depreciation lives and reducing
the capital gains tax, ERTA increased the incentives
for investment in rental housing. Stimulating resi-
dential construction was not the focus of ERTA,
however, and Poterba believes that the favorable
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consequences for real estate were largely unintended.
In contrast, one of the central purposes of the Tax
Reform Act of 1986 was discouraging tax shelters,
many of which were based on rental housing. Policy
analysts were well aware that the Tax Reform Act
would reduce rental housing construction. Real rents
were expected to increase significantly. However,
analysts emphasized the potential long-run efficiency
gains, and understated or ignored the short-term
consequences for construction and property values.

While warning signs of rising vacancy rates and
falling commercial property values were already ap-
pearing in 1986, little consideration was given to how
removing tax incentives would affect an industry
already on the verge of a downturn. Moreover, even
the long-term effects may have been underestimated,
as the analytical models failed to take account of the
investment incentives that passive losses and churn-
ing opportunities had provided prior to tax reform.

Finally, policymakers failed to anticipate the im-
plications of falling asset prices for financial interme-
diaries. By lowering the prices of existing as well as
new assets, the Tax Reform Act eroded the capital of
lenders. Some institutions failed as a consequence.
Many found their ability to fund new investments
limited. For public finance economists, this result
runs counter to conventional wisdom, which views
taxes that change the values of existing assets as
non-distorting.

Martin S. Feldstein emphasizes the role of declin-
ing inflation on the incentives to invest in real estate.
Inflation distorts the tax code, and the reduction in
inflation in the 1980s had a larger impact on the user
cost of capital than did the changes in tax rates and
depreciation allowances that were enacted. Macro-
economists too frequently view inflation or money
growth as neutral in their effects; but unexpected
changes in inflation can interact with the tax code to
significantly alter the incentives to save and invest.

Although the changes in tax rates and deprecia-
tion rules did not have much effect, the tax shelter
provisions of the Tax Reform Act of 1986 substantially
reduced the attractiveness of real estate investments.
Feldstein particularly faults the retroactive character
of the tax shelter changes. The retroactive changes
encouraged limited partners of real estate partner-
ships to dump their properties, thereby depressing
real estate values; but the changes produced no
efficiency gains, since the properties already existed.

Richard A. Musgrave points out that major eco-
nomic reforms can be undertaken only when public
and political support exists. And because the senti-
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ment for change can be short-lived, it may be neces-
sary to enact these reforms when current economic
conditions are less than ideal. Musgrave argues that
1986 was a unique period in that support existed for
fundamental tax reform. Little attention was paid to
short-term effects because of the prospect of long-
term equity and efficiency gains. He believes this was
the correct decision, and he opposes those who
would try to undo the Tax Reform Act of 1986 and
restore the inefficiencies it eliminated. Rather, the
appropriate response to the short-term problems tax
reform created is to find a way of helping those who
were harmed. Musgrave also suggests that if tax
shelters are to be used as policy tools, they should be
used judiciously to encourage investment in areas
that will enhance productivity and increase growth
over the long term—and housing is not such an area.

Conclusion

The effects of declining real estate prices have
been far-reaching. While economic fundamentals,
including changes in inflation, contributed to the real
estate cycle, the price changes and fluctuations in
construction levels in some parts of the country
confounded fundamentals. Both residential and com-
mercial real estate markets through much of the 1980s
seemed to be driven by speculative bubbles.

As these bubbles collapsed, financial institutions
as well as property-owners experienced substantial
losses. With hindsight, it is apparent that banks and
thrift institutions were concentrating their risks ex-
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cessively. For thrift institutions, this risk-taking was a
deliberate strategy, followed in an attempt to recoup
earlier losses. Whether banks were following a simi-
lar strategy is more problematic. Some contend that
banks knowingly took high risks to earn high returns;
others believe that banks were caught up in a lem-
ming-like mentality and simply followed others’ lead.
Real estate losses have eroded banks’ capital and, in
some cases, have forced banks to shrink their assets
and liabilities. Some believe this shrinkage has re-
sulted in creditworthy borrowers being denied credit;
others argue that slow growth in bank lending re-
flects a lack of demand from suitable borrowers.

Federal tax policy and changes in financial regu-
lation exacerbated the boom-bust nature of the real
estate cycle. The effects of these policy changes were
not fully anticipated, in part because they reinforced
one another. Thus, tax policy, macroeconomic policy,
and regulatory policy all encouraged real estate in-
vestment in the early 1980s; and both tax and regu-
latory policy became more restrictive in the second
half of the decade. Moreover, as policies became
more restrictive, little attention was paid to signs that
real estate markets were already weakening. Some
would contend that the short-run transitional prob-
lems created by these policies may prevent achieve-
ment of the long-term goals of more efficient invest-
ment patterns and a more vital banking sector.
Others would argue that opportunities to enact major
reforms are rare, and that the pursuit of long-term
goals for tax policy or bank capital standards cannot
be forever delayed because current economic condi-
tions are not optimal.
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Real Estate and the Credit Crunch

At the Federal Reserve Bank of Boston’s most recent economic conference on September 16, 17, and 18,
1992, economists, bankers, investors, regulators, and other interested parties met to discuss the origins and
consequences of the real-estate-related problems of the financial sector of the economy, and to explore
potential remedies. The conference agenda is outlined below.

The Pattern of Residential Real Estate Prices
Patric H. Hendershott, Ohio State University
Jesse M. Abraham, Federal Home Loan Mortgage Corporation
Discussants: William C. Apgar, Jr., John F. Kennedy School of Government, Harvard University
James A. Wilcox, University of California at Berkeley

Nonresidential Real Estate Developments
Lynn E. Browne, Federal Reserve Bank of Boston
Karl E. Case, Wellesley College and Federal Reserve Bank of Boston
Discussants: Peter C. Aldrich, Aldrich, Eastman & Waltch, L.P.
David Shulman, Salomon Brothers Inc.

The Impact of the Real Estate Collapse on Financial Institutions
Donald D. Hester, University of Wisconsin at Madison
Discussants: James R. Barth, Auburn University

Gerard S. Cassidy, Tucker Anthony, Inc.

Has the Collapse of Real Estate Caused a “Credit Crunch”?
Eric S. Rosengren, Federal Reserve Bank of Boston
Joe Peek, Boston College and Federal Reserve Bank of Boston
Discussants: William M. Crozier, Jr., BayBanks, Inc.
Albert M. Wojnilower, First Boston Asset Management Corporation

Implications of the Financial Crisis for Regulatory Policy
Robert E. Litan, The Brookings Institution
Discussants: Robert R. Glauber, John F. Kennedy School of Government, Harvard University
Sherman ]. Maisel, Sherman ]. Maisel Associates, Inc.

Implications of the Crisis for Public Policy and Economic Analysis
James M. Poterba, Massachusetts Institute of Technology
Discussants: Martin S. Feldstein, Harvard University
Richard A. Musgrave, University of California at Santa Cruz

The proceedings, Conference Series No. 36, will be published in 1993. Information about ordering will be
included in a later issue of this Review.
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perceptible growth, manufacturers have described their invento-

ries as remarkably lean. Since inventories usually rise sharply
relative to sales during economic downturns, these manufacturers have
hastened to add, with some pride, that their well-controlled stocks
result from considerable management effort. Many of these firms
reportedly changed their approach to inventory management during the
1980s. Sometimes these efforts required substantial investments to
install new systems; often the effort is considered incomplete.

A glance at inventory-to-sales trends supports these manufacturers’
claims about the ratios’ “’historically” low levels—by recent standards, at
any rate. Thus, even though inventory accumulations and liquidations
typically aggravate business cycles,! early in the recent downturn many
observers suggested that these unusually lean inventory-to-sales ratios
would insure a rapid and robust recovery from a short, mild recession.
In the event, these observers have been disappointed in the nature of
the recovery.

Despite media commentary and manufacturers’ protestations,
many analysts remain skeptical that the relationship between invento-
ries and sales has changed significantly once, for example, differences in
the outlook for inflation are taken into account. And, indeed, much
current research has uncovered little evidence of any structural change.
For example, in a relatively recent review of the inventory literature,
Alan Blinder and Louis Maccini address the issue by saying that
“despite the alleged revolution in inventory practices brought about by
computerization, the economy-wide ratio of real inventories to real sales
has been trendless for 40 years” (1991, p. 75).2 Similarly, in discussing
the trend toward more frequent deliveries from U.S. auto suppliers to
assemblers, Womack, Jones, and Roos of MIT’s International Motor
Vehicle Program describe the change as “simply an attempt by assem-
blers to shift costs to their suppliers,” with little net reduction in

Throughout the recent recession and ensuing period of barely



inventories for the U.S. industry as a whole (1990,
p. 160).3 These differing conclusions may simply
reflect different perspectives, since individual firms
or industries could make major strides in reducing
their own inventory-to-sales ratio without the econ-
omy as a whole achieving significant savings in
required stocks.

This article begins by describing recent trends in
inventory management at the firm level. It then
presents statistical evidence supporting the manufac-
turers’ claims that something is different. During the
1980s a structural change in the relationship between

This article will argue that the
transition to improved inventory
management is exerting a
noticeable drag on current
economic growth.

inventories and sales does seem to have occurred,
most noticeably within the manufacturing sector, but
also in the economy as a whole. A final section
explores the implications of these structural changes
for the pace of current economic growth. Since initi-
atives to reduce inventories both reflect and permit
greater efficiency, in the long run they suggest en-
hanced U.S. economic welfare. Nevertheless, con-
trary to the optimists who thought that tight inven-
tories implied a robust recovery, this article will argue
that the transition to improved inventory manage-
ment is exerting a noticeable drag on current eco-
nomic growth. In addition to providing evidence that
a structural change is under way, this article also
presents indications that the transition is not yet
complete. Accordingly, the article concludes by spec-
ulating that the ongoing adoption of lean inventory
practices represents a structural impediment to a
rapid recovery.

Setting the Stage: Why the 1980s?

Pushed by increased competition and pinched
profit margins and aided by the falling cost of new
technology, most U.S. firms in manufacturing and
trade made some effort during the 1980s to reduce the
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resources devoted to holding and handling invento-
ries. One contributory development was the sharp
rise in real interest rates from historically low levels in
the late 1970s to much higher levels in the early 1980s.
Because high real interest rates increase the cost of
holding inventory, this change undoubtedly encour-
aged firms to find ways to eliminate excess stocks. In
addition, between 1980 and 1985, the dollar appreci-
ated by 50 percent in the foreign exchange markets.
This appreciation exposed U.S. producers to greatly
increased foreign competition, again forcing them to
reexamine their operating methods. At the same
time, the availability of small computers and other
information processing technology was exploding,
while the real cost of this equipment was declining
rapidly. In other words, during the 1980s incentive
and opportunity converged to persuade U.S. busi-
nesses to find new ways to manage their inventories.

Undoubtedly because the Japanese auto firms
had grabbed U.S. market share during the oil crises of
the 1970s and then, in 1982, began setting up com-
peting plants onshore, U.S. auto companies made
some of the first moves towards adopting new meth-
ods of inventory control. In 1984, for example, Gen-
eral Motors and Toyota opened the New United
Motor Manufacturing Inc. (NUMMI) plant in Free-
mont, California. This joint venture typified the U.S.
auto industry’s somewhat scattered efforts to experi-
ment with Japanese lean production methods in the
United States (Womack, Jones, and Roos 1990). (See
the Box for a brief description of “lean manufactur-
ing,” as developed at Toyota.)

Wholesalers and retailers appear to have focused
on inventory reduction somewhat later than manu-
facturers, even though the trade sector almost tripled
its investment in information processing equipment*
between the late 1970s and the early 1980s (Hender-

! In the United States, but not necessarily in Japan. See West
(1991),

% The 40-year period seemingly covered the years 1949 to 1989.
In another recent study finding no evidence of structural change,
Kenneth D, West wrote, “But over the longer 1967-1987 period, we
see . . . that there has been no secular movement in any of the
(inventory-to-sales) ratios in the U.5."” (West 1991, p. 9).

3 By contrast, two recent papers that do find evidence that the
inventory-to-sales (or output) ratio has declined over time or with
the advent of computerized inventory control are Cuthbertson and
Gasparro (1992), who looked at data for the United Kingdom, and
Bechter and Stanley (1992), who found clear evidence of improved
inventory control in U.S. manufacturing but mixed results in
wholesale and retail trade.

4 Information processing equipment covers everything from
cash registers to computers to point-of-sale scanning equipment.
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Lean Production

The lean approach to manufacturing was de-
veloped in the 1950s at Toyota by Eiji Toyoda
and Toyota’s chief production engineer, Taiichi
Ohno, in response to conditions in post-World
War II Japan. At that time, the Japanese auto
market was small, the Japanese manufacturers
had little capital, and the American occupation
forces greatly restricted management’s right to
lay off workers. Because Ohno's capital budget
required that most of a car be stamped from just
a few press lines, he developed simple die-change
techniques that permitted production workers to
change dies every two or three hours in a process
that took three minutes. In the United States,
by contrast, presses were plentiful and dedicated
to specific tasks, and die changes were made
only every few months or years by die change
specialists who usually took a full day to make the
switch. '

Forced by their lack of capital to rely on just a
few presses, Ohno then discovered that producing

small batches of stampings actually saved money.
Making small batches eliminated the cost of carry-
ing huge inventories of work in process, and
making only a few parts before assembling them
into finished cars caused stamping mistakes to
show up right away.

Other hallmarks of lean production include
asking teams of workers to take responsibility for
spotting and correcting quality and other problems
and for suggesting ways to improve the produc-
tion process. Lean supply is another key ingredi-
ent. In lean supply, assemblers and suppliers work
together to lower costs and improve quality. In-
deed, first tier suppliers participate in the design of
new products. In addition, the flow of parts be-
tween suppliers and assembler is coordinated so
that the supplies arrive “just-in-time.” The signal-
ing mechanism is the container carrying parts.
When the parts are used up, the container returns
to the supplier, thereby signaling the need for
more parts.

son 1992). Indeed, it was not until a 1987 canoe trip
that Wal-Mart’s Sam Walton and Procter & Gamble
executive Lou Pritchett realized that their companies
had been communicating “by slipping notes under
the door. . . . No sharing of information, no plan-
ning together, no systems coordination. We were
simply two giant entities going our separate ways,
oblivious to the excess costs created by this obsolete
system” (Walton 1992, p. 186).

Shortly thereafter, Procter & Gamble and Wal-
Mart managers developed an innovative system for
exchanging sales and inventory data via computer.
According to Mr. Pritchett, “We broke new ground
by using information technology to manage our busi-
ness together, instead of just to audit it” (Walton
1992, p. 187). Since then, Wal-Mart has used this
relationship as a model and has pressed other sup-
pliers to adopt electronic data interchange (EDI) as
well.

Accordingly, the years 1982 and 1987 seem to
bracket the start of serious efforts to eliminate waste
in U.S. inventories. In 1982 the arrival of Honda with
the first Japanese transplant caught the U.S. manu-
facturers’ attention, while Sam Walton and Lou
Pritchett’s 1987 canoe trip led to major changes in
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retailing and in the supply system linking the two
sectors.

New Approaches to Inventory Management

Manufacturers have taken a variety of approaches
to cutting inventories, with varying degrees of success.
Some firms have focused on inventory reduction di-
rectly; in other cases, declines in the inventory-to-
sales ratio have accompanied efforts to implement a
quality or time management program or a move
toward lean production. Wherever the emphasis has
been placed, quality, time, and inventory behavior
are clearly closely connected. Just as operating with
slim inventories requires promptly delivered parts
with few defects, so, conversely, high-quality pro-
duction reduces inventories of work-in-process.5

® How important reducing defects can be is illustrated by
Toyota’s savings. Typically, U.S. mass-production auto plants
devote 13 percent of their space to the rework area and up to a
quarter of the total hours required to build a car to fixing mistakes.
By contrast, Japanese assembly plants currently use 4 percent of
their space and almost no time at all for rework (Womack, Jones,
and Roos 1990, p. 92).
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Manufacturing

Manufacturing approaches to inventory control
tend to fall into two categories that are often viewed
as alternatives but can in fact be combined to advan-
tage.6 More widely used in this country is materials
requirements planning or materials resource plan-
ning (MRP or MRPI), a computer-driven system
which initiates production in anticipation of forecast
demand. By contrast, just-in-time (JIT) starts produc-
tion in reaction to current conditions on the shop
floor. As an example of the difference, McDonald’s
runs a JIT shop, while a caterer must use an MRPII-
type system. Like MRPII, just-in-time aims to deliver
whatever is needed when it is needed; it seeks to
eliminate delays and confusion and to save the re-
sources that would otherwise be devoted to storing
and moving excess work-in-process or buffer stock.
But, JIT does not recognize future events.

By contrast, MRP starts with expected sales and
releases orders for the required parts according to
predetermined lead times. Relative to JIT, MRP is
expensive, since companies must purchase the com-
puter systems on which the approach is based and
train workers to use them. In addition, the system’s
assumption of fixed (but adjustable) production
methods and lead times contrasts with the JIT focus
on constant improvement.

JIT works best when demand is smooth; when
demand varies, JIT is less likely than MRP to operate
in a stockless manner. Long before JIT was widely
known in this country, Forrester (1961) had already
shown that the more variable the demand conditions,
the more inventory a distribution system needs.
Indeed, the current slowdown in Japanese economic
activity may expose the Japanese JIT system to un-
usually severe stress.”

The Retail Equivalent

The retailers’ equivalent to MRPII or JIT is Quick
Response, a business strategy intended to cut the
costs associated with managing inventory, while re-
ducing stockouts and improving customer service.
According to an Andersen Consulting study, in 1988
some 36 percent of U.S. vendors of general merchan-
dise were using the Universal Product Code, a first
step in implementing a Quick Response Program,
while just 10 percent of the survey respondents were
exchanging data electronically to some degree
(Andersen Consulting 1988). Three years later,
Andersen Consulting found, almost three-quarters of

40  Nowvember/December 1992

Florida retailers were “in the process of” implement-
ing Quick Response in their operations (Chain Store
Age Executive 1991). Nevertheless, as the same issue
of Chain Store Age Executive points out, while most
retailers have begun to install Quick Response tech-
nologies, few have established the vendor-supplier
partnerships required to shorten the inventory pipe-
line significantly, probably because such strategies
require difficult cultural changes. As an example of
such resistance, it took Federated Department Stores’

Few retailers have established the
vendor-supplier partnerships
required to shorten the inventory
pipeline significantly.

bankruptcy to get its divisions to cooperate in devel-
oping a centralized inventory management system.
The eight divisions had long opposed such a step as
largely useless, since each chain has its own person-
ality and market niche (Strom 1992).

The new technologies that permit Quick Re-
sponse include bar coding and point of sale scanning,
which allow retailers to track merchandise to the
item-size-color level, and electronic data interchange
(EDI), which permits retailers and suppliers to share
sales data and business documents. These technolo-
gies let retailers increase checkout productivity, re-
duce stockouts and markdowns, and end the need to
reprice merchandise for promotions. They also im-
prove distribution center productivity by eliminating
manual receiving and checking procedures. In addi-
tion, automatic replenishment systems can continu-
ously compare inventory, order-to-delivery time lags,
and expected sales to generate purchase orders for
specific stores and items. EDI speeds the flow and
increases the accuracy of such transactions as pur-

5 Much of this section is based on Karmarkar (1989).

7 Heretofore, whenever the Japanese auto makers have faced
a decline in domestic demand, they have maintained relatively
smooth output growth by expanding exports (Womack, Jones and
Roos 1990). This slowdown may be the first in which international
politics and the Japanese auto makers’ competitive position will
not permit this solution. Accordingly, Japanese assembler-supplier
relations are showing unusual signs of strain (Pollack 1992).
Perhaps the Japanese will want to incorporate elements of MRPII
into their JIT systems.
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chase orders, advanced shipping notices, and in-
voices. This type of communication between retailers
and suppliers reduces clerical, data entry, postage,
handling, and form printing costs, while improving
accuracy. It also reduces inventory lead times and
carrying costs. As Forrester has shown, reducing
delays can actually cut the amount of inventory
needed for the pipeline.

Accomplishments of Individual Firms

What have firms introducing these new ap-
proaches to inventory management accomplished?
This section provides a small sample of individual
company experiences. Its aim is to suggest by anec-
dote that companies trying to reduce the resources
devoted to holding and handling inventory have
succeeded in reaping some significant savings.

In 1982 Xerox began to feel increased pressure
from Japanese competitors and was losing market
share. At that time, the company was buying mate-
rials representing 80 percent of its manufacturing
costs from 5,000 suppliers. Seeking to reduce these
costs, the company narrowed its supplier base to 400
and began training the selected suppliers in statistical
process and statistical quality control programs and
just-in-time manufacturing techniques. Xerox also
included suppliers in the design of new products. As
a result, from 1981 to 1984, net product costs were
reduced by close to 10 percent a year, rejects of
incoming materials were reduced by 93 percent, and
production lead times were reduced from 52 weeks to
18 weeks (Burt 1989).

Similarly, in 1986 Northern Telecom Inc. decided
to improve its competitiveness by “squeezing time”
out of its operations. Using a quality management
program, the company reduced manufacturing inter-
vals by two-thirds. In the area of procurement, it
installed a JIT inventory system on the shop floor and
worked closely with “certified,” single-source suppli-
ers to make sure that the materials received meet
Northern Telecom’s quality standards and arrive on
time. As a result, at the Research Triangle Park
Division, which makes large digital central office
switching systems, the receiving cycle has been cut
from three weeks to four hours, the incoming inspec-
tion staff has fallen by half, and shop floor problems
caused by defective materials have almost vanished
(Merrills 1989).

Looking abroad, Unipart, a British auto part
maker, adopted lean manufacturing methods and
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increased inventory turnover from three to four times
a year to 27 times a year. Stocks of parts and finished
products once occupied 80,000 square feet; they now
occupy 28,000 square feet, a 65 percent reduction
(“Unipartners” 1992). More widely, auto parts sup-
pliers using a lean approach report declines of as
much as 50 percent in the amount of space required
for production and increases in productivity as high
as 30 percent (Womack, Jones, and Roos 1990). (For
additional examples, see the Box on page 42.

Of course, these examples reflect the efforts of
just a few companies that have embraced lean man-
ufacturing with enthusiasm and success. What has
happened in the economy as a whole?

The Broader View

Looking at Figures 1 and 2, which show inven-
tory-to-sales ratios for the major sectors of the econ-
omy, suggests that something may have “happened”
in the 1980s. (Appendix Figures A-1 through A-3
provide a more detailed picture.) Since the end of
1982, this ratio has fallen—modestly for the economy
as a whole, sharply for durable goods manufactur-
ing.® By exception, retail inventories trended up
slightly, but not enough to offset all of the gains made
in manufacturing. The charts also show that while
inventories jumped up slightly in relation to sales
during the recent recession, the ratio did not continue
climbing throughout the downturn as has been the
norm in previous cycles. Indeed, in manufacturing
and trade, the inventory-to-sales ratio averaged just
1.46 during the recent recession, only slightly above
the low point of 1.44 reached briefly in the nonreces-
sionary first quarter of 1973. In the first quarter of
1991, the inventory-to-sales ratio was 1.49, 10 percent
below its average for the four previous cyclical
troughs.

But do these changes necessarily reflect the ef-
forts to cut inventories discussed above? After all, the
recent recession was relatively mild, by official stan-

® Inventories can be divided into five roughly equal parts.
Retail and wholesale inventories each account for one-fifth of the
total and are largely composed of finished goods. The three-fifths
of the total represented by manufacturing stocks are fairly evenly
divided between materials and supplies, work-in-process, and
finished goods. During the 1980s, these three types of manufac-
turing inventories declined proportionately. This development
should help to convince doubters that the economy could have
made at least modest net reductions in inventories, since cutting
work-in-process is fundamentally different from shifting stocks to
and fro in the supply chain.
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Figure 1

Inventory-to-Sales Ratios
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Source: U.S. Bureau of Economic Analysis.

Figure 2

Inventory-to-Sales Ratios in
Wholesale and Retail Trade

Ratios Based on 1982 Dollars
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Source: U.S. Bureau of Economic Analysis.

Further Examples of Individual Firm Accomplishinents
via Lean Inventory Management

As another example of individual company
efforts, in 1987 Hewlett-Packard was receiving just
21 percent of its deliveries on time. The firm spent
many hours devising schemes to keep production
lines operating in the face of delays, while early
deliveries required costly storage and control. Un-
clear communications turned out to be one of the
main problems; the supplier did not always know
whether the date on the purchase order was the
shipment date or the delivery date. Accordingly,
Hewlett-Packard began using electronic purchase
orders that flow directly from HP's computers to
the suppliers’ open-order management systems.
Two years later, 51 percent of deliveries were on
time. As a consequence the production line stops
less frequently, and inventory expenses are down
(Burt 1989).

Very recently, NCR-Ithaca (New York), in the
computer printer industry, used JIT methods to
cut on-hand inventory from 110 days to 21 days.

Work-in-process was cut by 80 percent (Saxon-
house 1991). And, according to an April 1992 press
release, Kaye Instruments of Bedford, Massachu-
setts implemented a full MRP system in 1991 and
reduced net inventory by one-third while increas-
ing shipments by 7 percent.

Finally, in the retail sector, Designs Exclu-
sively Levi Strauss & Company, an apparel chain
based in Chestnut Hill, Massachusetts has estab-
lished a Quick Response-EDI partnership with its
one vendor, Levi Strauss. The chain provides Levi
Strauss with a frequently adjusted desired stock
level for each item (including size and color) and a
weekly sales data file. Levi Strauss compares sales
with desired stock levels and automatically sends
replenishments direct to each store. The chain’s
chief financial officer estimates that this system has
reduced inventories by as much as 15 percent
while stockouts have declined dramatically (Chain
Store Age Executive).

42  Nowvember/December 1992

New England Economic Review




dards, while expected inflation has declined mark-
edly over the decade. Other constraints equal, rapid
inflation is generally thought to encourage higher
inventories, because firms may be able to buy or build
now and sell later at a higher price. In such an
environment, the difference between the purchase
and selling price may more than offset the cost of
carrying the inventory. Moreover, as mentioned pre-
viously, carrying costs, as measured by real interest
rates, soared in the early part of the decade, thereby
providing another incentive to reduce stocks.

The Model

This study uses a set of simple regressions and
statistical tests to see whether the new inventory
management technologies have actually contributed
to the apparent reduction in the inventory-to-sales
ratio to a statistically significant extent. The model
tested is a relative of that commonly used in eco-
nomic studies, except that here the dependent vari-
able is the inventory-to-sales ratio, whereas most
studies seek to “explain” inventory investment.?

As is the case in these related models, the con-
stant-dollar inventory-to-sales ratio at the end of a
given quarter is assumed to be positively related to its
value at the end of the previous quarter; because the
inventory-to-sales ratio appears to adjust to changes
in economic conditions rather slowly, the higher the
ratio in one quarter, the higher its value is likely to be
in the following period.? Similarly, because invento-

? Blinder and Maccini (1991) provide a thorough review of the
economic literature.

10 In the economics literature, much attention is devoted to the
plausibility of the surprisingly long inventory adjustment periods
found in most empirical studies. Since the entire adjustment
required usually amounts to a couple of days’ output, it may seem
puzzling that the adjustment appears to get stretched out over
several months. However, in his 1961 textbook, Jay Forrester
pointed out that the more gradually a producer adjusts actual
inventories to desired levels, the less production variability the
firm will experience.

Forrester also addressed another issue that has puzzled many
economists: why output is more variable than sales when produc-
ers hold inventories for “production smoothing” purposes. As
Forrester explains, producers and retailers set targets or limits for
inventories. The lower limit is set to avoid halting the production
line or allowing stockouts; space constraints determine the upper
limit. Accordingly, even though sellers use inventories to absorb
an initial demand shock, production will still be more variable than
sales, because all the players along the supply chain will adjust
their reorder rate to meet the new level of demand as well as to
restore their inventories to desired levels. In general, the longer the
time delay between final sale and replacement production or the
more complex the pipeline, the greater will be the variability in
production vis-a-vis sales.
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ries change more slowly than sales, the inventory-to-
sales ratio is expected to have a negative relationship
with the growth in sales in recent quarters. That is,
the faster sales were growing in the previous three
quarters, the lower the current inventory-to-sales
ratio is likely to be. Unexpected changes in the
growth in sales, measured in this article by the
growth in the current quarter minus the growth in
the previous period, also contribute to unplanned
changes in stocks; thus, a slowdown in the pace of
sales in the current quarter is expected to lead to an
increase in the inventory-to-sales ratio.!!

Inventory behavior is also believed to reflect
inflationary expectations and the cost of carrying
inventories. Previous investigators have determined
that these variables should enter the equation sepa-
rately rather than combined in the form of the real
interest rate. (See Akhtar 1983, for instance.) One
reason for this strategy is that current carrying costs
(represented by nominal short-term interest rates) are
known precisely by corporate decisionmakers and
clearly (theoretically, if not empirically) have a nega-
tive relationship with a firm’s desire to hold stocks.
By contrast, future inflation must be estimated and is
likely to show a positive association with building
inventory, as mentioned above.'? In this study, the
change in the short-term interest rate from the previ-
ous to the current quarter performed better than the

! While modeling expected and unexpected changes in sales
always presents challenges, the approach used in this article is
admittedly not completely orthodox. Cuthbertson and Gasparro
(1992), for example, use a variance rather than a difference to
measure unexpected changes in output (sales). Moreover, equa-
tions explaining inventory investment often use lagged changes in
sales to represent sales expectations. In this paper, looking at the
inventory-to-sales ratio, however, the coefficient on the distributed
lag of changes in sales in the previous three quarters appears to
reflect the relatively slow pace of adjustment to changes in sales
rather than a change in expectations. Still, because of doubts about
whether current quarter changes in sales really represent sur-
prises, Appendix Table A-3 presents the results of regressions in
which expected sales, modeled following Bechter and Pollock
(1981), were included in the equation. On the whole this forward-
looking model produced results similar to the backward-looking
model presented in the text. In particular, investment in informa-
tion processing equipment generally has a significant negative link
to the inventory-to-sales ratio. In addition, the coefficient on
unexpected changes in sales (the change in sales during the current
quarter) usually remains significantly negative even when expected
sales are included. Nevertheless, because the backward-looking
equations “behaved"” better as a whole, as was true for Cuthbert-
son and Gasparro as well, the backward-looking equations appear
in the text, while the forward-looking equations are relegated to
the Afpendix.

2 As will be discussed further below, however, work in
process is likely to have a negative link with inflationary expecta-
tions. In addition, retailers appear to follow a different purchasing
strategy from that pursued by manufacturers.
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level of the interest rate.’® Expected inflation is rep-
resented by the pace of core inflation over the previ-
ous year. More sector-specific measures of price
change tended to perform less well. !

Finally, and key for the purposes of this article,
the ratio of investment in information processing
equipment to GDP, in 1982 dollars and lagged four
quarters, represented technological changes permit-
ting new approaches to inventory management.!®
Although JIT systems do not require investment in
computers and scanners, interest in these organiza-
tional approaches seemed to coincide, at least
roughly, with growing use of equipment-dependent
techniques like MRPII or Quick Response. For exam-
ple, “just-in-time” first appears as a separate entry in
the periodicals indexes in 1984. The most obvious
alternative to this approach, using a time trend or a
time trend with a dummy after the end of 1982, is
difficult to interpret and less defensible. (That course
did, however, produce roughly similar results, as
shown in Appendix Table A-4.)

This model was applied to quarterly data from
1968:1 to 1990:IV. In addition, the same regressions
were run with the data divided into two subperiods,
1968:1 to 1982:II1 and 1982:IV to 1990:1V, in order to
test whether structural changes have occurred. The
year 1982 was chosen as the dividing point because of
the behavior of the time series and because of pivotal
events like the establishment of the Honda plant and
the appearance of JIT in the periodicals indexes.

The Results

Because increases in the inventory-to-sales ratio
in one industry or sector could offset decreases in
others, the key regression result for macroeconomic
purposes is that for manufacturing and trade. Ac-
cordingly, Table 1 shows the results for manufactur-
ing and trade alone while the results for the major
subsectors and 15 individual industries are presented
in Appendix Table A-1.

In general, the explanatory variables have the
expected signs and are statistically significant at the 5
percent level for the economy as a whole, for manu-
facturing and durables and nondurables manufactur-
ing, and for many of the individual manufacturing
industries. The variables that tend to be insignificant
are usually inflationary expectations or the change in
interest rates, variables notorious for misbehaving in
inventory models. (See, for example, Blinder and
Maccini 1991, p. 82.) Most important for the focus of
this article, however, investment in information pro-
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Table 1
Regression Results, Manufacturing

and Trade

1968:1—  1982:4-  1968:1-

1982:3 1990:4 1990:4

C .36 74 .33
(6.88) (3.09) (6.52)

Lagged Dependent I .58 .80
(22.48) (4.70)  (24.86)

Information Processing 00065 —.03511 —.00801
Investment/GDP (—4) (.13) (=3.11) (—4.98)
Change in Interest -.00309 —.00019 —.00260
Rate (-3.04) (-.07) (-2.80)
Inflation .00103 00466 .00188
(1.18) (.96) (2.32)

Unexpected Sales —-.00594 —.00464 —.00595
(—-8.34) (—2.32) (—9.80)

Percent Change in —-.014 —-.018 -.012
Sales? (-9.35)  (—3.45) (-8.15)
Rho® .00 30 .30
(.00) (1.32) (2.65)

Durbin Watson 1.96 1.90 2.03
Adjusted R2 974 961 .962

*Polynomial Distributed Lag (first degree polynomial, 3 quarters
including current quarter, far endpoint conslraintr. Coefficients shown
are the sum of the lagged coefficients.

PEstimated using the Hildreth-Lu method for correcling first order
serial correlation.

T-stalistics in parentheses; critical value = 1.993 at the 5% level.

Regression results for other industries are shown Appendix Table A-1,
along with definitions and sources.

13 The interest rate on three-month CDs in the secondary
market was used for the regressions even though the commercial
paper rate better represents corporate borrowing costs. Unfortu-
nately, commercial paper rates are not available back to the 1960s.
However, the two interest rate series are very closely correlated
once they can be compared.

4 A’measure of corporate financial flexibility, such as the ratio
of current assets to current liabilities, also ought to have a positive
relationship with the inventory-to-sales ratio; the more flexibility,
the less the need to reduce inventory to free up cash. Moreover,
the less financial flexibility a firm has, the more important interest
rates are likely to be in determining the inventory-to-sales ratio.
While Cuthbertson and Gasparro (1992) found a positive relation-
ship with a measure of leveraging (in the absence of any measure
of real interest), the regressions conducted for this study uncov-
ered a significantly positive link between the current ratio and
inventory behavior in just a few cases.

15 Cuthbertson and Gasparro (1992) use the stock of informa-
tion processing equipment as an explanatory variable in their study
of the behavior of inventory investment in Britain.
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cessing equipment appears to have a statistically
significant negative relationship with the inventory-
to-sales ratio for the economy as a whole and for most
of the manufacturing sector for the entire period
(1968:1 to 1990:1V) and for the more recent years
(1982:1V to 1990:1V). The only manufacturing indus-
tries where information processing equipment was
not significant were primary and fabricated metals,
transportation other than motor vehicles, food, pa-
per, and petroleum.16

As Appendix Table A-1 shows, however, the
regression results were somewhat less successful in
the case of wholesale and retail trade. The equations
generally performed as expected with the exception
of the notorious interest and inflationary expectations
variables and investment in information processing
equipment.'” While investment in information pro-
cessing technology does have a significant impact in
reducing the inventory-to-sales ratios for wholesale
and retail durables, it does not have a significant
effect for trade as a whole. This result seems perplex-
ing since the trading sector’s investment in informa-
tion processing equipment soared from 9 percent of
total investment in the late 1970s to close to 30
percent in the late 1980s, just as it did in durables
manufacturing.

Three explanations appear plausible. First, in the
early 1980s, much retail investment spending may
have been focused on equipment unrelated to inven-

Investment in information
processing equipment appears to
have a negative relationship with
the inventory-to-sales ratio for the
economy as a whole and for most

of the manufacturing sector.

tory management. Wal-Mart, for instance, was buy-
ing electric cash registers to replace the hand-crank
variety at that time (Walton 1992, p. 124). In addition,
retailers do not have the manufacturers’ options for
reducing work in process, or for cutting stocks by
redesigning components or by requiring suppliers to
provide entire subassemblies rather than individual
parts. Finally, during the 1980s retailers were much
taken with the idea of building distribution systems
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around large, central warehouses (Bechter and Stan-
ley 1992; Walton 1992). This innovation replaced a
“system” in which individual store managers would
call salesmen and “then some day or other a truck
from somewhere would come along and drop off the
merchandise” (Walton 1992, p. 87). But, as Jay For-
rester pointed out in his 1961 industrial dynamics
text, adding a link to the distribution system in-
creases the amount of inventory in the pipeline. In
other words, adding a layer to the distribution system
may have offset the gains permitted by better infor-

!¢ For fabricated metals and petroleum, however, the coeffi-
cient on investment in information processing equipment is nega-
tive and significant in the recent subperiod. Moreover, in the case
of nonautomotive transportation, which is largely aerospace, find-
ing an explanation for the coefficients on the investment and
inflationary expectations variables is relatively easy; most aero-
space work is done in response to specific, often government,
orders received well before production starts. As Womack and his
colleagues put it, spacecraft manufacture is one of the few remain-
ing examples of craft production, wherein products are made one
at a time to the customer’s exact specification. This observation
probably applies, to a lesser extent, to aircraft manufacture as well.
In addition, in aerospace, the great bulk of inventory is held as
work in process, the one type of manufacturing inventory that
probably has a negative link with expected inflation. Because work
in process cannot be stored, expectations of higher inflation cannot
encourage a buildup of work in process in relation to sales. Such a
buildup would simply represent a decline in efficiency. Indeed,
because more rapid inflation would most likely lead to demands
for higher wages, a pickup in the pace of inflation would probably
encourage efforts to increase output per manhour. Since such
efforts would lower the inventory-to-sales ratio, work in process
probably has a negative relationship with expected inflation, and
industries where work in process accounts for an unusually large
share of total inventories will not behave like the average manu-
facturing industry, where inventories are fairly evenly divided
between materials, work in process, and finished goods.

' Why does expected inflation, which generally has a positive
link with the dependent variable in manufacturing, usually have a
significant negative relationship with the inventory-to-sales ratio in
trade? Retailers, it seems, often pursue a strategy of stocking up on
bargains when they become available. A news item on Procter &
Gamble Company is illustrative in this regard. Procter & Gamble
recently announced a change in its pricing policies. It set a lower
wholesale price on nearly half of its products and eliminated
promotional allowances, because, in the company view, grocers
have abused these discounts by stockpiling six or more months of
goods when they are on special. Such practices have caused wild
and undesirable fluctuations in Procter & Gamble's production
schedule (Shapiro 1992). These bargain-oriented retail strategies
(also documented by Berger 1992) imply a negative rather than a
positive relationship between the change in prices and current
inventories. Because retailers carry inventories of a vast but vary-
ing mix of products, they have some flexibility to bargain hunt.
Manufacturers, by contrast, have considerably less flexibility since
they produce a limited number of products that require specific
inputs in fixed proportions. The consequences of having inade-
quate supplies of one particular item are far more dire for a
manufacturer than for a retailer. At worst, a retailer may lose a sale
or annoy a customer. In the case of a manufacturer, the entire
production line may come to a halt.
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mation processing equipment.!® Indeed, according to
manufacturers now reporting pressure to provide
just-in-time service, it is only within the last year or
two that retailers have reverted to requiring delivery
direct to the store.

Evidence of Structural Change

Finally, because this article argues that U.S.
businesses have changed their approach to inventory
management to an important extent, it seems appro-
priate to check whether the shifts in the regression
coefficients across subperiods represent a significant
structural change.’® One way to look for structural
shifts is to run the regression equations for the entire
period with (interactive) dummies on each of the
independent variables during the recent period, that
is, starting in the fourth quarter of 1982. As already
explained, the break was determined by the appear-
ance of the time series and the occurrence of key

Table 2
Testing for Structural Change and

Stability using Dummy Variables,
Manufacturing and Trade
F-statistic:

Coefficients Significantly Different from Zero 391.29
Coefficients for Dummy Variables:®

C .38

(1.67)

Lagged Dependent -8

(—1.62)

Information Processing Investment/GDP (—4) —-.04

(—3.05)

Change in Interest Rate .002

(.79)

Inflation .003

(.62)

Unexpected Sales .0009

(:41)

Percent Change in Sales -.002

(=.71)

SEquation estimated using interactive dummy variables (1968:1 to
1982:3 = 0, 1982:4 to 1990:4 = 1)

Regressions results for other industries are shown in Appendix Table
A-2.

F-statistic, critical value = 1.741 at the 5% level.
T-statistics in parentheses; crilical value = 1.995 at the 5% level.
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events, like the arrival of the Honda plant.20 The
regression coefficients on the dummies show the size
and direction of the shifts while the t-statistics indi-
cate whether the shift is statistically significant. Table
2 gives the coefficients and t-statistics for the recent-
period dummies for manufacturing and trade, while
Appendix Table A-2 provides the same information
for the various sectors and individual industries.

As Tables 2 and A-2 show, in manufacturing and
trade, manufacturing, and durables in manufacturing
and wholesale and retail trade, the negative shift in
the coefficient on investment in information process-
ing equipment was statistically significant. Indeed, in
almost two-thirds of the equations, this coefficient
became (more) negative in the years after 1982, and in
over one-third of the equations, the shift was signif-
icant.

For the economy as a whole, the relationship
between investment in information processing equip-
ment and the inventory-to-sales ratio was the only
one to show a significant change. Nevertheless, in
most equations, the coefficients on the lagged depen-
dent variable and on unexpected changes in sales
were slightly smaller in the more recent period. These
declines suggest that the new approaches to inven-
tory management may have led to somewhat more
rapid adjustment of the inventory-to-sales ratio and
that unexpected changes in sales may be having a less
disruptive effect on desired inventories than previ-
ously.?!

In this connection it is notable that the standard
deviation of the detrended inventory-to-sales data is
generally considerably smaller in the recent than in

'8 Indeed, another quote from a Wal-Mart operations manager
illustrates the volumes of goods and the delays involved in the
warehouse setting: “Sometimes we would have five hundred
trailers full of merchandise sitting around one of those ware-
houses. And it took time to deal with all that. We couldn’t get it
out. Then the next day we’d get sixty boxcar loads. We’d have to
unload the doggoned boxcars, and here the merchandise they
wanted in the stores would be sitting there sometimes a week or a
week and a half” (Walton 1992, p. 122). This scene provides a vivid
contrast to the new ideal of automatically replenished goods,
delivered direct to the store and bypassing the warehouse entirely.

' Investment in information processing equipment is just a
proxy for the introduction of these new approaches to inventory
managment, some of which are not highly computer-dependent.
Moreover, much of the investment in information processing
equipment from the late 1960s to the present has clearly not been
related to inventory control at all. Thus, part of the structural shift
is the relatively recent availability of equipment devoted to inven-
tory management.

2 Minimizing the residual sum of the squares (using a dummy
for recessions) suggests that the break comes in 1983:11.

*! Partially offsetting this evidence of improved inventory
control, the generally negative coefficients on the percent change
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Table 3
Standard Deviations of the Detrended

Inventory-to-Sales Ratios"
1968:1- 1968:1— 1982:4—

Incustry 1990:4 1982:3 1990:4
Manufacturing and Trade 024 026 .015
Manufacturing .038 .042 .024
Durable Goods .068 .074 046
Nondurable Goods 022 .024 014
Durable Goods
Primary Metals .148 165 .087

Fabricated Metal Products 077 .082 044
Industrial and Commercial
Machinery .076 077 .058
Electrical Machinery .058 062 .043
Transportation Equipment 134 143 1T
Motor Vehicles and Parts  .099 12 056
Other Transportation
Equipment 165 168 1563
Other Durable Goods .051 .055 .033

Nondurable Goods
Food and Kindred Products  .021 023 013

Nonfood 029 031 .020
Paper and Allied
Products .033 036 .022
Chemicals and Allied
Products .050 .057 .032
Petroleum and Coal
Products .037 037 .034
Rubber and Plastic
Products .060 {065 1040
Other Nondurable Goods  .032 .033 .023
Merchant Wholesalers .024 027 .018
Wholesale Durable Goods .048 .049 047
Wholesale Nondurable Goods  .021 .022 .014
Retail Trade .028 .026 027
Durable Goods .086 .084 .079
Autornotive Dealers 118 104 123
Other Durable Goods .065 .073 .038
Nondurable Goods 014 .013 012
Food Stores 012 012 010

Other Nondurable Goods 018 .018 016

“Standard deviations of the residuals from regressing the inventary-
to-sales ratio with time, estimated using AR2 to correct for second
order serial correlation

Source: Inventory-to-sales data from U.S. Bureau of Economic Anal-
ysis.

in sales became very slightly larger in many of the equations;
however, this negative shift was significant only for non-automo-
tive transportation and the auto dealers, and, thus, for total retail
trade. In addition, the interest rate variable (and, in manufactur-
ing, the inflationary expectations variable) was generally more
likely to behave as expected in the earlier than in the later period.
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Figure 3

Manufacturing and Trade: Actual
and Alternate Inventory-to-Sales Ratios
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2 Applying recent coefficients from regression results to the variables
Relaticnships held constant at levels derived for period 1968 to 1982

© Recent coefficients used with ratio of information processing
investment/GDP(-4) held constant at 1982:4 level

the earlier period for all industries, except for retail
trade, as shown in Table 3.22 These results contrast
with recent studies suggesting that the new manage-
ment methods have increased the volatility of inven-
tory investment (Bechter and Stanley 1992, for in-
stance). Instead, these findings suggest that the new
approach to inventory control may be helping pro-
ducers and traders to keep their inventories closer to
desired levels than was previously possible. If U.S.
inventories are indeed becoming “better managed,”
perhaps they will become acyclical, as West (1991)
has noted is the case in Japan. If so, restocking
activity can no longer be expected to contribute much
impetus to the early stages of a recovery.

Figure 3 illustrates the magnitude of the struc-
tural change implied by the statistical analysis pre-
sented in this section. The figure compares the actual
behavior of the inventory-to-sales ratio for the period
1982:1V to 1990:1V with three estimates of what would
have happened to that ratio under alternative circum-

* Within retail trade, auto dealer stocks appear to bear the
blame. Auto dealers often face inventory constraints imposed by
the car makers. For example, in order to obtain popular models,
auto dealers may have to accept a proportionate number of
unpopular models that the car makers want to unload.
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stances.?? The first estimate, derived by applying the
coefficients from the regression results for the recent
period to the independent variables, merely indicates
that the estimates follow the actual ratios quite
closely. A second estimate, using the coefficients
from the early period, shows what would have hap-
pened to the inventory-to-sales ratio if the relation-
ships between variables had remained unchanged
from those derived for the period from 1968 to 1982.
In sharp contrast to its actual behavior, by late 1990
the inventory-to-sales ratio would have been ap-
proaching its late 1982 peak, if the underlying rela-
tionships had not changed. The final estimate, which
uses coefficients from the recent period but does not
allow investment in information processing equip-
ment as a share of GDP to rise from its 1982:IV level,
suggests that this investment mattered. In other
words, the new approaches to inventory manage-
ment represented by this investment appear to be
largely responsible for the observed decline in the
inventory-to-sales ratio.

Consequences for the Economy

The previous section presented statistical evi-
dence suggesting that the relationship between the
inventory-to-sales ratio and its determinants changed
significantly in the 1980s, and that new approaches to
inventory management, proxied by investment in
information processing equipment, were largely re-
sponsible for the change. This section begins to
explore the implications for the economy and the
current recovery.

As already mentioned, reducing inventories both
reflects and permits productivity improvements. Ac-
cordingly, the evidence of a structural change in the
relationship between inventory and sales just pre-
sented is good news for the U.S. economy in the long
run. It is even good news for this country’s produc-
tivity performance and for corporate profits in the
short run.

Nevertheless, the transition to lean inventory
systems is currently exerting a noticeable drag on the
U.S. economy. This drag takes two forms. First, a
permanent reduction in the desired inventory-to-
sales ratio requires absorbing goods from existing
stocks, or, as some commentators put it, making a
one-time cut in the length of the pipeline. In addition,
lean inventory management permits considerable
savings in space and in workers required to track and
handle stocks. This second source of friction is prob-
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Figure 4
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ably the more important.

To start with the first issue, reducing the length
of the pipeline requires satisfying part of current
demand from existing stocks without replacing them.
For a variety of reasons—but primarily, it seems, the
introduction of new methods of inventory manage-
ment—between late 1982 and late 1990, manufactur-
ing and trade inventories declined from 1.68 to 1.43
months’ sales. In manufacturing the decline was from
1.99 to 1.47 months’ sales; in manufacturing dura-
bles, from 2.70 to 1.76. Those changes are equivalent
to eliminating a week’s worth of sales in manufactur-
ing and trade combined or two weeks’ worth of
production in manufacturing. In manufactured dura-
bles, demand for a month’s worth of output in effect
evaporated. Spread over eight years, the evaporation
of demand due to inventory reduction was probably
not earthshaking. But such changes certainly must be
contributing to the sensation that a frustrating “head
wind” is slowing economic growth.

The second source of drag on the U.S. recovery is
the significant savings in space and personnel per-
mitted by the new approaches to inventory control.

 In these dynamic estimates, the lagged dependent variable
was allowed to take the estimated value of the dependent variable
in the previous period rather than its actual value.
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This second source of friction was not addressed by
the regressions developed for this article, but may,
nevertheless, be the more consequential if the sav-
ings mentioned in the individual company anecdotes
are at all representative.

In those anecdotes, to start with space, a com-
pany introducing a JIT or an MRPII inventory system
frequently emptied one-third of the area formerly
devoted to storing stocks. In addition, these compa-
nies found that they needed less space for the pro-
duction line and the rework area. These savings may
help to explain why industrial structures failed to
participate fully in the real estate boom of the 1980s,
as shown in Figure 4. In addition, David Shulman of
Salomon Brothers has suggested that the next few
years may witness a glut of warehouse space, in part
because of the new approaches to inventory manage-
ment (Shulman 1991).

Similarly, companies introducing new inventory
management systems claim to reap considerable sav-
ings in personnel. Manufacturers need fewer people
to move, track, and order materials and finished
goods inventories. And, by definition, reducing
work-in-process inventory involves increasing pro-
ductivity. Retail firms have also found that they can
reduce staffing for handling and managing inventory
as well as clerks for manning the cash registers and
marking and remarking merchandise. Accordingly,
adoption of the new inventory management systems
has undoubtedly contributed to the recent declines in
manufacturing and retail employment. Firms’ ability
to “downsize” and “rightsize” may be partly attrib-
utable to their adopting new inventory management
systems. Moreover, these changes are secular, not
cyclical. As many observers have noted, “These jobs
aren’t coming back again.”

If U.S. businesses have reduced employment
because of new approaches to inventory management,
their productivity should have increased as the inven-
tory-to-sales ratio fell. And, indeed, Table 4 shows the
results of a simple correlation between the inventory-
to-sales ratio and output per manhour from 1968 to
1982 and 1982 to 1990. During the first period, the
two series were largely uncorrelated. However, from
1982 to 1990, the correlation was very close to —1.0:
the lower the inventory-to-sales ratio, the higher the
output per manhour. While a thorough exploration of
the links between lean inventories (or manufacturing)
and productivity is beyond the scope of this paper,
it seems highly likely that the recent spread of new
approaches to inventory management has contrib-
uted to simultaneous increases in output per hour.
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Table 4
Results of Correlation Procedure
Inventory-to-Sales Ratios and Output per Hour of All Persons

1968:1-1982:3 1982:4-1990:4
Manufacturing .346 —.974
Durable Goods 375 -.960
MNondurable Goods —.046 —-.953

Source: U.S. Bureau of Econ?;rrﬁc AnaTysis: U_.S._ Bureau of Labof
Statistics, Employment and Earnings.

Relevant, in this connection, are the results of a
recent study on the impact of investment in high-tech
equipment on manufacturing productivity (Steindel
1992). This study finds that investment in high-tech
capital equipment “played a meaningful role in the
recent acceleration in manufacturing productivity
growth.” But it also concluded that the increase in the
total capital stock accounted for only 25 percent of the
increase in labor productivity. Cyclical factors, mea-
sured by changes in capacity utilization, accounted
for somewhat less than 25 percent of the improve-
ment. Thus, “much of the acceleration in output per
worker remains a mystery’”’ (Steindel 1992, p. 47).
Because some approaches to lean inventory manage-
ment/lean manufacturing require changes in organi-
zation rather than capital spending (JIT inventory
systems, for example), it seems possible that the
introduction of these new approaches to manufactur-
ing may account for part of the unexplained increase
in productivity.

Welcome as increased productivity is over the
long term, right now it may be slowing the current
recovery by delaying the need to hire additional
workers. Figure 5 shows the growth in output and
the contribution of productivity improvements to that
growth during the first year of recovery from each
recession since the 1949-50 recovery (McNees 1992).
The relationship between output and productivity
increases looks radically different in this current slow
recovery than in the previous upturns. Usually, pro-
ductivity accounts for one-half to two-thirds of the
growth in output. In the current recovery, however,
productivity improvements account for more than
the entire increase in real GNP. In other words, it
seems highly likely that the new approach to inven-
tory control is contributing not only to these produc-
tivity increases but also to the unusually slow pace of
the recovery.
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Figure 5

Growth in Real GNP and Productivity
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Is the Transition Complete?

Having just argued that lean inventory manage-
ment will be a boon to U.S. productivity but that the
transition, like so many transitions, may be painful,
the question becomes, is the transition complete? The
tentative answer, based on fragmentary international
evidence and domestic anecdote, is no.

To start with the evidence from abroad, Womack
and his colleagues have found that while the most
efficient U.S. auto plants are as productive as the
average Japanese plant, the average Big Three plant is
still less effective than the average Japanese factory.
The differences are particularly great in the distribu-
tion system, in assembler-supplier relations. For ex-
ample, while the average U.S. auto plant has 2.9
days’ inventory of eight sample parts on hand, the
typical Japanese plant has 0.2 day’s supply. Similarly,
in the U.S. auto industry 15 percent of the parts are
delivered just-in-time, whereas in Japan the propor-
tion is 45 percent (Womack, Jones, and Roos 1990, p.
157). While the U.S. auto industry has moved to-
wards more frequent deliveries (in 1983 over 70
percent of U.S. auto suppliers delivered more than a
week’s supply at once, while in 1990 that share had
fallen to 20 percent), Womack and colleagues see this
change not as a move to lean inventory management,
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but as the assemblers’ attempt to shift the cost of
carrying inventory to the suppliers (1990, p. 161).
And indeed, as the author’s conversations with auto
suppliers corroborate, since most of these suppliers
do not practice just-in-time manufacturing, they do
not see many benefits for themselves in providing
just-in-time deliveries to the assemblers. As the auto
makers’ recent efforts to renegotiate long-term con-
tracts with suppliers suggests, assembler-supplier
relations are not as mutually supportive in the United
States as they are in Japan.2* As for other manufac-
turing industries, West provides evidence that in
Japan the average inventory-to-sales ratio in manu-
facturing from 1967:II to 1987:1V was 60 percent lower
than it was in the United States in 1990.?° In other
words, the evidence from Japan suggests that U.S.
manufacturers still have considerable scope for fur-
ther reductions in their inventory-to-sales ratios.

Turning to domestic evidence, Appendix Table
A-5 shows data on the inventory-to-sales ratio, by
manufacturing industry, by size of firm, for 1977,
1982, and 1987, the latest date for which this infor-
mation is available. The last row in each section gives
the standard deviation (a measure of the variability)
of the inventory-to-sales ratio across size of firm for
each manufacturing industry. According to this mea-
sure, the variability in the inventory-to-sales ratio in
the nondurables goods industries remained about the
same from 1977 to 1987. However, in the durable
goods industries, the standard deviations were con-
siderably larger in 1987 than in 1977 or 1982. A
plausible interpretation of this increased variability in
the inventory-to-sales ratio across firm size is that the
transition to lean inventory management was under-
way but not yet universal in durables manufacturing
in 1987.26

24 But, again, the current decline in Japanese domestic de-
mand for autos is straining these assembler-supplier relationships.

* By contrast, U.S. retailers appear to be ahead of their
colleagues in Europe. For example, electronic data interchange is
not yet common in France, while in the United Kingdom, Marks &
Spencer and Boots are investing in point-of-sale scanning equip-
ment as the recession permits (Mercier and Uzeel 1992; Andersen
1992). Presumably, thus, Europe is also in the midst of its transi-
tion to lean inventory management.

6 Again, anecdotal evidence suggests that the transition to
lean inventory management/manufacturing takes time—especially
in already existing plants. For more than a year, Ford’s plant in
Saarlouis, Germany has been experimenting with a lean produc-
tion line running parallel to a traditional assembly line. Since the
lean line uses 20 percent fewer workers to produce the same
number of cars with half the defects, Ford plans to introduce lean
methods throughout the plant; however, management expects the
transition to take over four years (Aepel 1992).
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More currently, anecdotal evidence suggests that
the transition continues. U.S. manufacturers who
switched to new inventory management systems
some time ago indicate that they believe they can
drive inventories down even further, that the opti-
mum inventory-to-sales ratio has not yet been
reached. They also report that their own company is
ahead of its industry in its attention to inventory
control. Press coverage of companies like Colt,
F.A.O. Schwarz, and Home Depot indicates that
many well-known firms are still making the transition
to new inventory control programs. For instance, in
mid 1992 Home Depot was just implementing an
electronic data interchange purchasing program link-
ing the company’s inventory system with major ven-
dors. Similarly, at Colt, which filed for Chapter 11
bankruptcy protection in March 1992, the new chief
executive officer hired to turn the company around is
planning to streamline the manufacturing process
through just-in-time inventory control and other
techniques that, he indicates, will require minimal
capital investment (Bryant 1992).

Altogether, this scattered empirical and anec-
dotal evidence suggests that the move to inventory
reduction is not yet complete. As a consequence, the
transition to lean inventory management is likely to
continue to slow the pace of U.S. economic growth
for some time to come.

Conclusion

This article has presented evidence to suggest
that the introduction of new approaches to inventory
management represents a structural change for the
U.S. economy. Moreover, while learning to live with
lean inventories saves resources and will ultimately
improve U.S. economic welfare unambiguously, the
ongoing transition is slowing the recovery. In other
words, the frequently recited list of structural issues
overhanging the economy—the excessive debt bur-
dens, the overbuilding in commercial real estate, and
the demographic shifts—should be expanded to in-
clude the introduction of the new inventory systems.
A focus on these new systems helps to explain
several puzzling characteristics of the current recalci-
tant recovery: why, for instance, “these jobs really
aren’t coming back again;”” why the anticipated re-
building of unusually lean inventories did not
reignite the economy; and why corporate profits and
productivity improvements have been surprisingly
good. Finally, these structural changes also suggest
that policymakers probably have scope for more
stimulative action than would have been appropriate
in previous recoveries.

Appendix
Table A-1
Regression Results
Info Process. Change in Percent
Lagged Investment/ Interest Unexpected Change in Durbin  Adj.

Industry C Dependent GDP (—4) Rate Inflation Sales Sales® Rho® Watson R2
Total Manufacturing
1968:1-1982:3 0.34 0.80 —0.001700 -0.003593 0.004162 —0.007412 -0.017 0.00

(8.88) (34.39) (—0.28) (—=2.95) (3.95) (—11.59) (=12.47) (0.00) 1.93 0.989
1982:4-1990:4 0.51 0.74 —0.046733 -0.001593 0.013510 —0.005793 -0.015 0.00

(3.51) (12.56) (—3.94) (—0.49) (2.81) (—4.12) (—4.61) (0.00) 174 0995
1968:1-1990:4 0.26 0.86 —0.012291 -0.002874 0.003630 —0.007383 -0.016 0.40

(6.42) (37.84) (=5.085) (—2.51) (3.17) (=13.74)  (-10.57) (3.70) 1.94 0.980
Durable Goods
1968:1-1982:3 0.45 0.77 0.031370 -0.006257 0.004642 —0.007969 -0.023 0.10

(10.16)  (33.45) (2.86) (—3.49) (2.86) (—12.47) (—14.31) (0.67) 196 0.991
1982:4-1990:4 0.82 0.71 —0.091404 —0.001943 0.019152 —0.007348 —-0.024 -0.20

(6.16)  (18.67) (—6.80) (—0.50) (3.93) (—5.60) (-8.31) (-099) 172 0.998
1968:1-1990:4 0.77 0.68 —0.045666 —0.004050 0.004280 —0.006739 —-0.028 0.90

(7.04) (16.07) (—3.04) (—3.05) (1.51) (—11.94) (-16.09) (19.80) 230 0931
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Table A-1 gonrfnued (2)
Regression Results

Info Process. Change in Percent
Lagged Investment/ Interest Unexpected Change in Durbin  Adj.
Industry C  Dependent  GDP (—4) Rate Inflation Sales Sales® Rho® Watson R2
Nondurable Goods
1968:1-1982:3  0.13 0.91 —-0.020929 -0.001896  0.003507 -0.008739 -0.008
(2.20)  (20.31) (-3.78) (—1.65) (3.40) (—8.90) (—4.84) 225 0930
1982:4-1990:4 0.29 0.78 -0.019755 -0.000571  0.008278 -0.002573 —0.007
(1.93) (8.11) (—2.18) (—0.18) (1.69) (—1.55) (—2.00) 1.89 0.976
1968:1-1990:4 0.18 0.86 -0.009223 -0.002178 0.001988 -0.006992 -0.008
(3.98) (25.02) (—4.39) (—1.92) (2.79) (—8.04) (—5.64) 1.85 0.977
Wholesale
1968:1-1982:3 0.94 0.31 0.021473 -0.001181 —0.004580 -0.001602 -0.018 0.80
(5.39) (2.37) (0.90) (—0.99) (—1.81) (—1.65) (—7.42) (8.37) 2.08 0.658
1982:4-1980:4 0.76 0.46 -0.013335 0.000053 0.001590 -0.000132 -0.018 0.30
(2.64) (2.46) (—1.87) (0.01) (0.21) (—0.08) (—3.55) (1.00) 1.88 0771
1968:1-1990:4 0.96 0.32 -0.010422 -0.001081 -0.002987 -0.001461 -0.018 0.80
(6.78) (3.11) (—1.62) (—1.02) (—1.48) (—1.82) (-8.91) (10.38) 210 0.636
Wholesale Durable Goods
1968:1-1982:3 0.19 0.92 0.014038 -0.003215 -0.002296 -0.008704 -0.018
(3.00) (27.85) (1.21) (—1.55) (—=1.23) (-7.97) (-10.26) 1.88 0.975
1982:4-1990:4  0.81 0.64 —-0.040051 0.000531  0.003727 —0.006267 -0.022
(4.69) (9.54) (—3.43) (0.08) (0.39) (—2.18) (—5.35) 224 0956
1968:1-1990:4  0.24 0.89 —0.006456 —0.002858 0.001062 -0.008850 -0.017
(4.87)  (36.64) (—2.64) (—1.27) (0.82) (=7.97) (=10.17) 1.73 0962
Wholesale Nondurable Goods
1968:1-1982:3 0.99 -0.09 —0.045842 —-0.000605 -0.001986  0.000712 -0.012 0.90
(7.09) (-0.62) (—1.09) (—0.47) (—-0.69) (1.01) (-5.52) (13.66) 1.74 0.344
1982:4-1990:4 0.58 0.32 0.007623 0.000670 —0.004244 —0.000486 -0.011 0.60
(2.51) (1.16) (0.84) (0.21) (—0.59) (—0.47) (—3.61) (2.37) 2.02 0429
1968:1-1990:4 0.88 -0.01 —-0.002313 —0.000415 —0.003203 0.000531 -0.012 0.90
(8.98) (-0.12) (—0.20) (—0.39) (—=1.40) (1.00) (-7.16) (18.57) 1.81  0.370
Retail
1968:1-1982:3 0.38 0.75 0.014094 —0.002079 -0.004057 -0.005152 -0.014
(3.80) (10.52) (1.74) {—1.35) (—2.81) (—4.32) (—5.08) 229 0.845
1982:4-1990:4 0.76 0.51 0.006666 0.008902 -0.006671 —0.001548 -0.032
(3.30) (2.74) (0.43) (1.70) (—0.86) (—0.60) (—4.34) 1.61  0.887
1968:1-1990:4 0.51 0.66 0.009023 -0.000358 -0.003508 -0.004638 -0.018
(5.62) (9.96) (2.96) (—0.23) (-3.39) (—4.07) (—6.73) 1.96 0.896
Retail Durable Goods
1968:1-1982:3 0.67 0.68 0.015844 —0.008464 -0.001405 -0.006549 -0.016
(4.15) (8.02 ) (0.63) (—1.72) (—-0.29) (—4.84) (—4.47) 247 0812
1982:4-1990:4 1.21 0.54 —0.045841 0.015477 -0.021928 -0.003331 —0.044
(6.07 ) (5.32) (-3.29) (1.60) (—1.58) (—1.71) (-7.95) 216 0.795
1968:1-1990:4  0.75 0.65 -0.013733 -0.003049 0.000619 -0.006254 —0.021
(5.75) (9.51) (—=2.68) (—0.69) (0.19) (—5.29) (-7.07) 221 0817
Retail Nondurable Goods
1968:1-1982:3 0.32 0.74 0.000815 —0.002156 —0.003472 -0.002262 -0.014
(451) (1252) (0.15) (—2.32) (—4.41) (—1.55) {—=5.75) 1.51  0.859
1982:4-1990:4 0.20 0.84 —-0.000205 0.003034  0.001794 —0.003647 -0.018
(1.64) (6.83 ) (—0.03) (1.19) (0.38) (—1.48) (—2.52) 206 0.934
1968:1-1990:4 0.26 0.79 0.005024 —0.001599 -0.003663 -—0.003186 -0.014
(5.31) (18.50) (3.17) (—1.86) (—-5.81) (—2.62) (—6.34) 1.59 0.957
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Table A-1 continued (3)
Regression Results

Info Process.  Change in Percent
Lagged Investment/ Interest Unexpected Change Durbin  Adj.
Industry C Dependent  GDP (—4) Rate Inflation Sales in Sales® Rho® Walson R
Manufacturing Durable Goods
Primary Metals
1968:1-1982:3  0.09 0.97 -0.048128 -0.011311 0.006840 —0.010175 -0.026 -0.10
(1.92)  (36.02) (—1.57) (—2.29) (1.87) (—11.49) (-14.36) (-0.68) 199 0.986
1982:4-1990:4 -0.05 0.88 —0.011734 0.011522  0.076152 -—0.010194 -0.017 -0.20
(—0.48) (31.18) (—0.88) (1.25) (6.77) (-6.81) (-6.62) (—1.03) 1.89 0.995
1968:1-1990:4  0.20 0.89 —-0.005912 —0.006773  0.007561 —0.009155 -0.027 0.30
(3.79)  (41.14) (—0.86) (—1.53) (2.25) (—13.46) (-1360) (2.73) 2.11  0.967
Fabricated Metals
1968:1-1982:3  0.46 0.75 0.027292 0.000417  0.005264 —0.006845 -0.028 0.60
(3.14) (8.86) (0.85) (0.12) {0.88) (-5.66) (—7.68) (4.41) 209 0.884
1982:4-1990:4  0.94 0.66 -0.058109 0.001101 -0.017131 —0.005644 —-0.025 0.00
(2.62) (5.53) (—2.56) (0.16) (—1.27) (—3.48) (-4.85) (0.00) 192 0976
1968:1-1980:4  0.35 0.83 -0.008597 -0.000782  0.004754 -0.007212  —0.025 0.50
(3.80) (17.65) (—1.29) (—0.26) (1.29) (—8.64) (—9.49) (460) 215 0912
Industrial & Commercial Machinery
1968:1-1982:3  1.60 0.43 0.016601 -—0.002164  0.010134 -0.005125 —0.043 0.90
(8.73) (7.34) (0.31) (—1.41) (2.96) (—4.77) (—13.37) (24.48) 238 0934
1982:4-1990:4  0.51 0.83 —0.104470 —-0.003654  0.035510 —0.008045 -0.022 0.40
(2.38) (19.08) (—3.10) (—0.58) (2.88) (-6.02) (-6.69) (208 1.75 0995
1968:1-1990:4  1.00 0.69 —0.129000 -0.002279 0.013830 -—0.008085 -0.030 0.80
(5.97) (15.25) (—4.82) (—1.24) (3.51) (—9.07) (—-11.52) (22.31) 240 0932
Electronic Machinery
1968:1-1982:3  1.13 0.49 0.046047 -0.004036 0006673 —0.004219 -0.027 0.70
(5.90) (5.61) (1.46) (—1.94) (1.52) (—3.49) (-9.62) (578) 205 0870
1982:4-1990:4  0.93 0.69 —0.088875 -0.005720 0.018048 —0.005978 -0.026 0.60
(2.04) (4.73) (—2.83) (—0.86) (1.11) (-2.93) (—4.16) (3.90) 224 0.888
1968:1-1990:4 1.34 0.47 —0.055348 -0.004059  0.003711 -0.004021 -0.028 0.80
(6.87) (6.21) (—2.55) (—2.33) (0.92) (—4.21) (=1241) (18.07) 2.10 0.826
Motor Vehicles & Parts
1968:1-1982:3  0.26 0.80 —0.046658 —0.007147  0.000125 -0.003901 -0.011
(3.94)  (11.71) (=2.07) (—1.80) (0.03) (—-8.41) (-9.61) 212  0.881
1982:4-1990:4  0.24 0.77 —-0.028008 0.000101 0.006864 —0.002448 —-0.009
(1.90) (6.86) (—2.54) (0.01) (0.65) (—4.46) (—6.09) 1.72 0877
1968:1-1990:4 0.29 0.77 —0.029661 —0.006711 -0.001237 —0.003454 -0.011
(5.29) (13.98) (—4.43) (—2.02) (—0.50) (—9.52) (—12.04) 215 0.950
Other Transportation
1968:1-1982:3  0.64 0.81 0.104010 0.003648 -—0.006163 —0.014497 -0.038
(2.96)  (14.46) (2.48) (0.47) (—-0.92) (—6.94) (-6.39) 1.71 0929
1982:4-1990:4  0.37 0.91 —0.024926 —0.020543  0.042378 —0.015601 -0.074
(0.96) (10.98) (—0.93) (—0.98) (1.29) (-4.56) (-6.09) 1.76 0919
1968:1-1920:4  0.20 0.94 0.023994 0.007954  0.004672 —0.016980 -0.034
(1.34)  (25.91) (2.24) (1.00) (1.03) (-9.11) (-6.93) 1.68 0943
Other Durable Goods
1968:1-1982:3  0.46 0.75 0017132 —0.003573  0.004159 —0.007245 -0.019 0.50
(3.77) (10.47) (0.78) (=1.71) (1.36) (—7.60) (-6.58) (3.43) 1.80 0.930
1982:4-1990:4  0.71 0.70 —-0.053795 —0.000467  0.004005 —0.004878 -0.021 0.40
(2.47) (6.49) (—2.55) (—0.08) (0.37) (—3.43) -4.03) (1.70) 1.83 0948
1968:1-1980:4  0.34 0.83 -0.014073 -0.002953  0.004234 —0.007389 -0.018 0.50
(4.47) (20.24) (—3.11) (—1.55) (1.88) (—10.49) (—7.75) (4.63) 1.91 0.934

“Polynomial Dislributed Lag (first degree polynomial, 3 quarters including current quarter, far endpoint constraint).
PEstimated using the Hildreth-Lu method for correcting first order serial correlation.
Coeificients shown are the sum of the estimated lagged coefficients.
T-statistics in parentheses; critical value = 1.993 at the 5% level.
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Table A-1 gon.'.-’nued (4)
Regression Results

Info Process. Change in Percent
Lagged Investment/ Interest Unexpected Change Durbin  Adij.
Industry c Dependent  GDP (-4) Rate Inflation Sales in Sales® ARho® Walson R
Manufacturing Nondurable Goods
Food and Kindred Products
1968:1-1982:3  0.24 0.78 -0.007914 -0.000208  0.000222 —0.002233 —0.006
(2.23) (7.74) (=0.72) (—0.10) (0.13) (-1.78) (-2.01) 195 0.523
1982:4-1990:4  0.09 0.91 —~0.004091 0.000561 0.000936 —0.003285 -0.012
(0.74) (8.78) (—0.46) (0.20) (0.21) (-=1.35) (-2.98) 236 0.966
1968:1-1990:4 0.20 0.82 -0.012965 -0.000116  0.000810 -0.002366 -0.007
(2.72) (12.01) (—2.81) (—-0.07) (0.87) (-2.35) (-2.92) 202 0949
Paper & Allied Producls
1968:1-1982:3 0.21 0.83 —0.001799 -0.003252 0.003141  —-0.006836 -0.015
(4.91) (22.19) (=0.17) (—1.78) (1.81) (-6.37) (=7.95) .73  0.964
1982:4-1990:4  0.37 0.69 —0.000442 -0.001445 0.007898 -0.003830 -0.014
(2.94) (7.24) (=0.11) (—0.32) (1.30) (-2.18) (—4.12) 237 0818
1968:1-1990:4  0.23 0.81 0.002218 —0.002909  0.003004 -0.006233 -0.015
(6.50) (26.61) (1.15) (—1.83) (2.84) (=7.08) (—10.15) 1.84 0955
Chemicals and Allied Products
1968:1-1982:3 0.18 0.93 —0.044018 0.000439  0.001128 —0.009769 -0.022 0.20
(2.63) (24.75) (—=3.36) (0.19) (0.47) (—-9.59) (-9.68) (1.37) 1.92 0.951
1982:4-1990:4  0.69 0.64 —0.029417 0.003590 -—0.004240 -0.003515 -0.023 020
(2.62) (5.04) (—2.67) (0.57) (—0.37) (—1.68) (-504) (0.85) 197 0918
1968:1-1990:4  0.32 0.85 —-0.016584 0.000540 -—0.002583 —0.007791 -0.023 040
(3.57) (17.72) (—3.28) (0.25) (—1.32) (-8.54) (-10.65) (3.53) 193 0927
Petroleum and Coal Products
1968:1-1982:3  0.07 0.89 —0.008596 0.000264  0.004090 —0.005736 -0.007
(1.50) (13.45) (—0.65) (0.12) (2.39) (-6.07) (—3.96) 1.74  0.882
1982:4-1990:4  0.59 0.40 —-0.062622 -0.011182  0.026458 0.000668 -0.001
(3.19) (2.56) {—3.55) (—1.49) (2.09) (0.42) (-0.19) 1.89  0.878
1968:1-1990:4  0.08 0.89 —0.001338 -0.002365 0.002746 —0.003206 -0.006
(2.08) (19.13) (—0.45) (—0.90) (1.98) (-3.45) (-3.03) 1.79  0.840
Rubber and Plastic Producls
1968:1-1982:3 0.24 0.85 —-0.017411  -0.000377  0.004779 —0.006151 -0.012
(3.75) (16.72) (—1.08) (—0.14) (1.42) (—-7.67) (—6.30) 205 0.960
1982:4-1990:4  0.15 0.87 -0.011337 0.010446 0015695 —0.006117 -0.013
(1.18) (13.07) (—1.08) (1.986) (2.04) (—-5.97) (—-4.67) 226 0.863
1968:1-1990:4  0.25 0.84 -0.017175 0.000710  0.005704 —0.006071 -0.012
(5.81) (25.75) (—5.13) (0.31) (2.56) (—10.20) (-8.91) 206 0980
Other Nondurable Goods
1968:1-1982:3 1.30 0.31 —0.086354 —0.004426 0.008524 -0.001983 -0.019 080
(6.75) (3.04) (—3.01) (—3.16) (2.66) (-1.58) (-6.61) (7.86) 1.80 0.770
1982:4-1990:4 0.53 0.75 —0.038241 0.003349 -—0.004848 -—0.004679 -0.017 030
(2.15) (6.10) (—2.14) (0.61) (—0.49) (-2.19) (-352) (1.31) 199 0947
1968:1-1990:4  0.81 0.58 —-0.055932 -0.004105 0.004832 —0.004192 -0.016 0.50
(4.70) (6.30) (—4.82) (-2.69) (2.47) (—3.60) (-7.01) (3.86) 190 0.955

“Polynomial Distributed Lag (first degree polynomial, 3 quarters including current quarter,

“Estimated using the Hildreth-Lu method for correcting first order serial correlation.
Coeflicients shown are the sum of the estimaled lagged coefficients.
T-statistics in parentheses; critical value = 1.993 at the 5% level.
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Table A-1 continued (5)
Regresszon_ResuEts

Info Process. Change in Percent
Lagged Investment/ Interest Unexpected Change Durbin  Adj.
Industry C Dependent  GDP (—4) Rate Inflation Sales in Sales® Rho®" Watson R2
Retail Durable Goods
Auto Dealers
1968:1-1982:3 0.70 0.55 0.013873 -0.006499 0.008659 -0.004786 -0.01
(4.41) (5.09) (0.37) (-0.92) (1.15) (—=3.80) (-2.70) 237 0.728
1982:4-1990:4 0.92 0.59 —-0.004200 0.024676 -—0.034246 —0.004571 -0.04
(5.04) (4.61) (~0.13) (1.54) (—1.44) (-2.10)  (—6.90) 219 0874
1968:1-1990:4 0.67 0.59 0.011095 0.003763 0.003499 -0.004768 -0.02
(6.71) (7.48) (1.21) (0.55) (0.72) (—4.06) (—5.54) 219  0.734
Retail Other Durable Goods
1968:1-1982:3 0.52 0.84 -0.002642 -0.007868 -0.009278 -—0.011009 -0.03
(3.76) (16.56) (=0.17) (—2.40) (—3.25) (—=7.09) (—-8.29) 1.77  0.902
1982:4-1990:4 0.90 0.69 —0.065266 -0.004959 0.010898 -0.008657 -0.02
(3.33) (7.96) (—-3.31) (—0.68) (0.98) (—2.75) (-2.90) 2.19  0.959
1968:1-1990:4 0.478 0.86 -0.028039 -0.008111 -0.004978 -0.011428 -0.02
(4.25) (21.39) (—4.60) (—=2.80) (—2.66) (—8.55) (-8.83) 1.81 0.970
Retail Nondurable Goods
Food Stores
1968:1-1982:3 0.18 0.71 0.012177 —0.000799 0.000108 —0.002361 -0.01
(4.13) (10.16) (2.33) (=1.05) (0.18) (—=3.24) (-5.98) 1.96 0908
1982:4-1990:4 0.23 0.61 0.022623 -0.003423 0.001422 —0.000436 -0.00
(1.79) (2.97) (2.10) (—1.43) (0.36) (—0.31) (-0.27) 2.39 0943
1968:1-1990:4 0.20 0.68 0.017748 -0.001252 -0.000457 -—0.001767 -0.01
(4.73) (9.94) (4.82) (—=1.63) (=1.13) (—2.66) (—5.54) 2.10 0.981
Retail Other Nondurable Goods
1968:1-1982:3 0.35 0.78 —0.006907 -—0.003193 -0.004504 —0.002065 -0.01 0.30
(2.38) (7.71) (—0.55) (-2.33) (-2.83) (-1.19) (-345) (1.60) 207 0.824
1982:4-1990:4 0.88 0.33 0.003624 —0.000758 0.013149 —0.002740 -0.02 0.60
(2.88) (1.52) (0.38) (=0.23) (1.88) (-1.14) (-2.87) (3.79) 236 0617
1968:1-1990:4 0.32 0.79 0.000053 —0.002424 -0.005001 -—0.003448 -0.01 0.30
(3.45) (12.17) (0.02) (—=1.97) (—3.87) (—2.51) (-4.27) (2.29) 2.07 0837
Memo:
Inventory Regressions Variable List
Variable Units Source

Dependent Variable:
Inventory-to-Sales Ratio

Independent Variables:
Lagged Dependent:
Inventory/Sales (—1)

Information Processing Investment (—4)/

Gross Domestic Product
Change in the Interest Rate®

Change in the Inflation Rate®
Unexpected Sales®

Percent Change in Sales®

Ratio, Based on 1982 Dollars

Ratio, Based on 1982 Dollars

Ratio, Based on 1982 Dollars
Percentage Points

Percent

Percentage Points

Percent

U.S. Bureau of Economic Analysis

U.S. Bureau of Economic Analysis

U.S. Bureau of Economic Analysis

Board of Governors of the Federal
Reserve System

U.S. Bureau of Labor Statistics

Sales data from U.S. Bureau of
Economic Analysis

Sales data from U.S. Bureau of
Economic Analysis

*Difierence between current quarter and previous quarter, 3-month CD Rate.

®Percent change in CPI (less foods and fuels) from a year ago (CORE inflation).
“Diiference in the percent change from that of the previous quarter.
9Percent change in sales from previous quarter.
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Table A-2

Testing for Structural Change and Stability using Dummy Variables

F-statistic: it . .a
Coafliclents Coefficients for Dummy Variable:
Significantly Information  Change in Percent
Different Lagged Process. Invest/ Interest Unexpected Change
from Zero C Dependent GDP (-4) Rate Inflation Sales in Sales
Manufaclturing 1166.10 0.186 -0.06 —0.04576 0.00205 0.00917 0.00165  0.00060
(1.24) (-0.97) (—3.45) (0.60) (1.88) (1.08) (0.33)
Durable Goods 1535.00 0.388 -0.07 -0.12348 0.00440 0.01322  0.00067 -0.00107
(2.20) (-1.30) (—6.23) (0.91) (1.98) (0.44) (—0.55)
Primary Metals 49930 -0.115 -0.09 0.03336 0.02145 0.06654 -0.00014 0.00535
(—0.63) (-1.83) (0.92) (1.55) {(3.64) (—0.07) (2.38)
Fabricated Metal Products 204.23 0.737 -0.24 —0.05586 —0.00086 —0.01963  0.00326 -0.00002
(1.54) (—1.44) (—1.52) (—-0.08) (—1.03) (1.21) (—0.01)
Industrial & Commercial
Machinery 1635.80 0.120 -0.01 -0.11824 -0.00014 0.03177 0.00641 -0.00017
(0.42) (-0.18) (—2.35) (—0.01) (2.26) (2.16) (—0.06)
Electrical Machinery 203.89 —0.605 0.28 —0.04034 0.00111  0.00823 -0.00357  0.00411
(=1.75) (2.54) (—1.62) (0.12) (0.57) (—1.30) (1.37)
Motor Vehicles & Parts 136.32 -0.011 -0.03 0.01750 0.00775 000616 0.00150  0.00057
(—0.06) (-0.18) (0.68) (0.70) (0.39) (1.65) (0.48)
Other Transportation
Equipment 151.89 —-0.268 0.10 —0.12860 -0.02509 0.04806 -0.00100 -0.01869
(—0.60) (0.95) (—2.59) (—1.09) (1.38) (-0.25) (—2.71)
Other Durable Goods 269.94 0.197 -0.06 —0.04354 0.00241 0.00205 0.00264  0.00123
(0.87) (-0.60) (=2.07) (0.33) (0.20) (1.18) (0.51)
Nondurable Goods 338.10 0.164 -0.13 0.00106 0.00134 000469  0.00617  0.00036
(1.02) (-1.19) (0.10) (0.39) (0.93) (3.18) (0.18)
Food & Kindred Products 123.42  -0.146 0.13 0.00376 0.00086 0.00062 -0.00103 -0.00280
(—0.64) (0.66) (0.22) (0.17) (0.08) (—0.25) (—0.81)
Paper and Allied Products 144,05 0.158 -0.13 0.00133 0.00173  0.00487 0.00299 0.00073
(1.01) (-1.13) (0.12) (0.31) (0.66) (1.30) (0.33)
Chemicals and Allied
Products 243.20 0.462 -0.26 0.01593 0.00498 -0.00414  0.00635 —0.00038
(1.98) (-2.30) (1.11) (0.70) (—0.40) (2.57) (=0.17)
Petroleum and Coal
Produclts 55.60 0.514 -0.50 —0.05434 -0.01165 0.02308  0.00630  0.00348
(3.09) (-3.27) (—2.60) (—1.68) (2.08) (3.64) (1.45)
Rubber and Plastic
Products 335.88 —0.081 0.01 0.00522 0.01117 0.01064  0.00010 —0.00057
(—0.45) (0.14) (0.25) (1.45) (0.98) (0.08) (-0.27)
Other Nondurable Goods 485.29 0.012 0.02 0.01199 0.00900 -0.00896  0.00293 —0.00105
(0.06) (0.15) (0.66) (1.58) (—1.03) (1.00) (—0.45)
Merchant Wholesalers 46.77 0.448 -0.33 -0.01110 0.00007 0.00380 0.00439 -0.00273
(2.28) (—2.49) (=1.17) (0.02) (0.58) (1.45) (—1.26)
Durable Goods 228.05 0.587 -0.26 -0.05276 0.00304 0.00672  0.00225 -0.00191
(3.60) (-3.81) (—3.29) (0.45) (0.73) (0.77) (—-0.91)
Nondurable Goods 32.73 0.076 -0.11 0.01020 —-0.00257 0.00016  0.00070 -0.00149
(0.40) (—0.51) (0.91) (-0.58) (0.02) (0.37) (—0.74)
Retail 66.95 0.393 -0.25 —0.00556 0.01118 —0.00237  0.00357 -0.00808
(1.63) (-1.32) (—0.34) (2.17) (-0.32) (1.32) (—2.22)
Durable Goods 39.19 0.565 -0.16 —0.06000 0.02456 —0.02115  0.00338 -0.01365
(1.89) (-1.01) (—2.06) (1.84) (-1.13) (1.20) (—3.47)
Automolive Dealers 2713 0.242 0.02 —-0.01410 0.03241 —0.04402 0.00038 -0.01560
(0.93) (0.12) (—0.28) (1.64) (—1.54) (0.13) (—3.97)
Other Durable Goods 244.06 0.367 -0.14 —0.06188 0.00267 0.02056  0.00229  0.00361
(1.06) (—1.26) (—2.24) (0.29) (1.52) (0.57) (0.83)
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Table A-2 continued

Testing for Structural Change and Stability using Dummy Variables

F-stalistic: Coefficients for Dummy Variable:®
Coefficients
Significantly Information Change in Percent
Different Lagged Process. Invest/ Interest Unexpected Change
from Zero C Dependent GDP (—4) Rate Inflation Sales in Sales
Nondurable Goods 158.05 -0.120 0.09 —0.00043 0.00511 0.00569 -0.00158 —0.00090
(—0.84) (0.67) (—0.05) (1.84) (1.18) (—0.55) (—0.24)
Food Stores 379.38 0.053 =0.11 0.01063 —0.00292 0.00169 0.00187 0.00411
(0.43) (-0.57) (0.96) (—1.30) (0.48) (1.26) (2.03)
Other Nondurable Goods 70.47 0.004 -0.03 —-0.00280 0.00812 0.01017 -0.00302 -0.00007
(0.02) (-0.22) (-0.27) (2.00) (1.56) (—0.89) (—0.02)
“Equation estimated using interactive dummy variables (1968:1 to 1982:3 = 0, 1982:4 to 19904 = 1),
F-statistic, critical value = 1.741 at the 5% level.
T-stalistics in parentheses; critical value = 1.995 at the 5% level.
Table A-3 )
Regression Results, Forward Looking
Info Process.  Change in
Lagged Investment/ Interest Expected Unexpected Durbin  Adij.
Industry c Dependent  GDP (—4) Rate Inflation Sales?® Sales Rho® Watson R2
Manufacturing and Trade
1968:1-1982:3 0.76 0.50 0.006 —0.000868 0.003299 0.004574 0.001349 0.70
(8.96) (8.77) (0.73) (—1.32) (3.08) (12.95) (1.76) (6.58) 254 0.939
1982:4-1990:4 0.62 0.61 -0.020 —-0.000729 0.007622 0.002543 —0.000985 0.50
(1.94) (3.35) (—1.66) (—0.26) (1.45) (2.64) (-0.29) (1.77) 1.83 0.08
1968:1-1990:4 0.75 0.52 -0.016 —0.001360 0.004768 0.003965 0.000606  0.80
(7.96) (8.80) (—3.42) (—2.08) (4.01) (12.07) (0.78) (B.66) 223 0899
Total Manufacturing
1968:1-1982:3 0.49 0.70 —-0.004 —0.001045 0.006672 0.009897 -—0.000979 0.20
(13.05) (30.74) (—0.69) (—1.07) (7.88) (15.74) (—1.52) (1.36) 1.99 0.990
1982:4-1990:4 0.54 0.70 -0.040 —0.003287 0.016730 0.006641 —0.000521  0.00
(3.32) (9.67) (—3.44) (—-0.99) (3.51) (4.20) (-0.23) (0.00) 1.66 0.994
1968:1-1990:4 0.39 0.77 -0.015 —0.001553 0.006738 0.008422 -0.002039 0.40
(9.82) (35.086) (—6.65) (—1.45) (7.19) (12.53) (-292) (3.31) 1.85 0984
Durable Goods
1968:1-1982:3 0.87 0.55 -0.118 0.000232 0.011350 0.026996 0.000123 0.80
(9.55) (10.93) (—3.91) (0.18) (4.83) (17.42) (0.15) (9.36) 225 0965
1982:4-1990:4 0.50 0.68 —0.064 —0.010878 0.030321 0.015065 -—0.003311 0.00
(2.27) (7.81) (—2.77) (—1.88) (3.73) (3.65) (=1.15) (0.00) 1.35 0.993
1968:1-1990:4 0.82 0.57 —-0.100 -0.002188 0.012546 0.023157 -—0.000952 0.70
(10.27) (15.40) (—=11.73) (—1.44) (5.57) (14.61) (—1.16) (8.53) 2.02  0.960

“The Expected Sales variable was generated in three steps; 1) Estimated the equation In Sales = In b + Time + In ¢ lo create a sales trend based
on average percenlage growth from one quarter lo the next (ST = Inb = Time + Inc). 2) Corrected for last quarter's deviation of actual
sales from the trend b_}'(estimalin Sales = ST + b(Sales(—1) — ST(—1)). The new corrected sales trend was calculated using the equation S =

ST + b(Sales(—1) — 8
looking equations. (See Bechter and Pollock 1981.)

PEstimated using the Hildreth-Lu method for correcling first order serial correlation.
T-stalislics in parentheses; critical value = 1.993 at the 5% level.
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Table A-3 continued (2) )
Regression Results, Forward Looking

Info Process.

Change in

Lagged Investment/ Interest Expected Unexpected Durbin  Adij.
Industry C Dependent  GDP (-4) Rate Inflation Sales? Sales Rho® Watson R
Nondurable Goods
1968:1-1982:3 0.24 0.81 -0.020 —0.001463 0.004412 0.009304 -0.005544
(4.31)  (19.33) (-3.87) (—1.38) (5.34) (6.18) (—5.35) 216 0.941
1982:4-1990:4 0.40 0.62 —-0.024 —0.000025 0.009359 0.008884 0.001049
(2.60) (6.69) (—2.67) (—0.01) (2.18) (2.75) (0.48) 1.97 0978
1968:1-1990:4 0.28 0.78 -0.012 —0.001669 0.003510 0.009458 -—0.003725
(6.27)  (23.04) (-6.13) (—1.56) (6.19) (7.02) (—3.94) 1.88  0.980
Manufacturing Durable Goods
Primary Metals
1968:1-1982:3 0.18 0.86 0.047 —0.004547 0.014066 0.185820 —0.001270 0.50
(2.06) (17.84) (0.87) (—1.11) (2.44) (14.16) (-1.23) (3.87) 228 0.961
1982:4-1990:4 —0.13 0.86 0.007 0.011022 0.091662 0.161200 -0.005019 —0.20
(—1.19)  (27.25) (0.51) (1.11) (8.16) (5.93) (-2.78) (—-1.02) 1.79 0.994
1968:1-1990:4 0.22 0.84 0.004 —0.003498 0.021613 0.185620 —0.001348 0.60
(2.74)  (26.16) (0.39) (—0.95) (4.96) (15.62) (-1.56) (6.22) 233 0.942
Fabricated Metals
1968:1-1982:3 0.57 0.68 0.003 0.001967 0.015362 0.186570 —0.000147 0.60
(3.54) (7.40) (0.06) (0.52) (2.67) (6.94) (—0.08) (4.27) 2.04 0872
1982:4-1990:4 0.89 0.63 —0.036 —0.002723 —-0.008899 0.172270 0.001027 -0.10
(3.19) (6.36) (—2.19) (—0.47) (-0.89) (6.18) (0.47) (-0.44) 1.90 0984
1968:1-1990:4 0.49 0.73 -0.008 —0.000235 0.013336 0.171450 —0.000606 0.50
(5.09) (15.09) (—1.14) (—0.08) (3.83) (9.11) (-0.50) (4.57) 211 0910
Industrial & Commercial Machinery
1968:1-1982:3 0.88 0.67 -0.039 —0.000919 0.013528 0.181830 -—0.000926 0.70
(4.90) (9.82) (—1.12) (—0.44) (3.58) {9.19) (-0.48) (6.58) 2.37 0930
1982:4-1990:4 0.19 0.88 -0.036 —0.007479 0.026713 0.060422 —0.004146 0.60
(0.65)  (13.48) (-0.82) (—0.98) (1.44) (4.15) (-1.80) (3.07) 1.72 0.982
1968:1-1990:4 0.44 0.83 —-0.066 —0.004192 0.016832 0.083457 —0.006386 0.60
(4.33) (25.85) (—4.74) (—1.58) (4.64) (6.48) (-4.28) (6.08) 2.06 0979
Electronic Machinery
1968:1-1982:3 1.20 0.44 0.028 0.001455 0.013738 0.229380 0.002766 0.70
(5.99) (4.67) (0.88) (0.65) (3.18) (9.88) (1.68) (5.58) 1.92 0.871
1982:4-1990:4 0.70 0.76 -0.078 —0.006367 0.024408 0.141570 —0.000824 0.70
(1.54) (5.18) (—2.25) (—0.99) (1.51) (4.55) (—0.30) (5.22) 204 0.843
1968:1-1990:4 1.17 0.50 —0.045 —0.001052 0.011638 0.188050 0.001572 0.90
(5.17) (5.66) (-1.72) (—0.54) (2.67) (10.95) (1.13) (13.22) 205 0.795
Motor Venhicles & Parls
1968:1-1982:3 0.46 0.59 -0.094 0.000136 0.008213 0.080706 —0.000856
(5.99) (7.77) (—3.97) (0.03) (2.00) (8.58) (—1.29) 1.93 0.864
1982:4-1990:4 0.30 0.62 -0.016 —0.008860 0.006711 0.045395 —0.000313
(2.32) (5.21) (—1.62) (-1.31) (0.65) (6.19) (—-0.42) 2.01  0.880
1968:1-1990:4 0.40 0.62 —-0.041 —0.002812 0.004725 0.084700 —0.001066
(5.78) (9.03) (-4.93) (—0.68) (1.68) (8.79) (—1.86) 2.03 0929
Other Transportation
1968:1-1982:3 0.30 0.91 0.021 0.005855 0.002447 0.334680 -0.008161
(1.37)  (16.31) (0.47) (0.68) (0.34) (4.64) (-2.33) 1.69 0911
1982:4-1990:4 0.42 0.86 -0.020 —-0.011475 0.058067 0.553240 0.004287
(1.10)  (10.44) (-0.72) (—0.56) (1.82) (6.01) (0.81) 1.42 0917
1968:1-1990:4 0.24 093 0.010 0.006079 0.003576 0.388850 —0.005982
(1.63)  (26.37) (0.98) (0.78) (0.80) (7.38) (—2.20) 157 0945
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Table A-3 gonrinued (3)
Regression Results, Forward Looking

Info Process. Change in
Lagged Investment/ Interest Expected Unexpected Durbin  Adj.

Industry C Dependent ~ GDP (-4) Rate Inflation ~ Sales® Sales Rho® Watson R2
Other Durable Goods
1968:1-1982:3  0.55 0.69 0.023 -0.000478 0.006258 0.107910 -0.001116 0.60

(4.38) (9.37) (1.00) (—0.25) (2.20) (7.79) (—-0.82) (4.66) 1.80 0929
1982:4-1990:4 0.74 0.67 —-0.044 0.000363 0.002387 0.090436 0.000917 0.30

(2.98) (6.85) (—2.61) (0.07) (0.25) (4.87) (0.43) (1.23) 179 0968
1968:1-1990:4 0.46 0.75 -0.015 -0.001075 0.007661 0.093841 —0.001692 0.60

(4.91) (15.41) (—2.66) (—0.60) (3.36) (8.69) (-1.59) (556) 202 0922
Manufacturing Nondurable Goods
Food and Kindred Products
1968:1-1982:3 0.21 0.81 —0.005 0.000193 —0.000364 0.034511  —0.000065

(2.03) (8.31) (—0.51) (0.10) (-0.23) (3.03) (-0.05) 1.91 0.563
1982:4-1990:4 0.24 0.74 -0.010 0.000535 0.003917 0.050413 0.001126

(2.21) (8.12) (—1.34) (0.22) (0.98) (4.46) (0.47) 244 0974
1968:1-1990:4 0.23 0.79 -0.015 0.000403 0.001068 0.030770 —0.000282

(3.26) (12.26 ) (—3.36) (0.27) (1.22) (4.09) (—-0.25) 1.94  0.953
Paper & Allied Products
1968:1-1982:3 0.74 0.35 0.048 —0.002573 0.007255 0.253640 0.001562 0.90

(6.43) (4.22) (1.20) (=2.10) (2.44) (8.37) (1.34) (12.05) 225 0.840
1982:4-1990:4 0.71 0.43 -0.002 —-0.002345 0.010222 0.187890 0.001571 -0.10

(4.65) (3.81) (—0.43) (—0.57) (1.97) (4.63) (0.71) (—0.45) 2.01 0.868
1968:1-1990:4 0.72 0.39 0.011 —0.002366 0.009298 0.221810 0.001094 0.80

(6.97) (4.87) (1.41) (—1.90) (3.80) (8.49) (1.02) (10.19) 236 0.785
Chemicals and Allied Products
1968:1-1982:3 0.42 0.77 —0.047 0.001872 0.005559 0.131320 —0.001785 0.30

(6.35) (18.44) (—3.51) (0.87) (2.58) (10.60) (—-1.45) (2.14) 205 0949
1982:4-1990:4 0.64 0.61 -0.022 0.004647 0.007032 0.115170 0.003048 0.00

(2.81) (5.33) (—2.37) (0.73) (0.79) (5.51) (1.07) (0.00) 1.9 0.945
1968:1-1990:4 0.45 0.74 -0.019 0.001347 0.003151 0.124050 -—0.000913 0.30

(5.57) (17.12) (—4.37) (0.62) (2.17) (11.28) (-0.78) (2.685) 1.91 0.945
Petroleum and Coal Products
1968:1-1982:3 0.10 0.84 0.002 0.000497 0.004341 0.041708 -0.002785

(2.22) (13.40) (0.18) (0.24) (2.80) (5.38) (—2.53) 1.70  0.901
1982:4-1990:4 0.58 0.40 —0.061 -0.010617 0.025814 0.007299 0.001310

(3.20) (2.60) (—3.42) (—1.38) (2.08) (0.37) (0.52) 1.87 0.879
1968:1-1990:4 0.08 0.87 0.000076 -0.001782 0.003589 0.032868 —0.000943

(2.17) (19.00) (0.03) (—0.69) (2.70) (3.63) (-0.78) 1.78  0.846
Rubber and Plastic Products
1968:1-1982:3 0.29 0.80 -0.022 0.001622 0.007296 0.246260 —0.002728

(4.38) (15.74 ) (—1.37) (0.55) (2.29) (6.06) (—2.63) 1.48 0958
1982:4-1990:4 0.18 0.82 —0.005 0.007969 0.016635 0.169780 -0.002325

(1.57) (12.29) (—-0.57) (1.64) (2.31) (5.35) (-1.71) 220 0.968
1968:1-1990:4 0.33 0.76 -0.018 0.001276 0.010258 0.205730 —0.002625

(7.25) (23.40 ) (—5.24) (0.53) (4.96) (8.35) (—3.44) 1.59  0.979

“The Expected Sales variable was generated in Ihree sleps: 1) Eslimated the equalion In Sales = In b » Time + In c lo create a sales trend based
on average percentage growth from one quarter to the next (ST = Inb » Time + Inc). 2) Corrected for last quarter's deviation of actual sales
from the trend by estimating Sales = ST + b(Sales(—1) — ST(—1)). The new corrected sales trend was calculated using the equation S =
ST + b(Sales(—1) — ST(=1)). 3) Subtracted actual sales from the corrected sales trend to produce the expected sales variable used in the forward

looking equations. (See Bechter and Pollock 1981.)

PEstimated using the Hildreth-Lu method for correcting first order serial correlation.
T-statistics in parentheses; critical value = 1,993 at the 5% level.
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Table A-3 Fonrinued (4) )
Regression Results, Forward Looking

Info Process.  Change in )
Lagged Investment/ Interest Expected Unexpected Durbin  Adj.
Industry c Dependent  GDP (-4) Rate Inflation Sales® Sales Rho® Walson R2
Other Nondurable Goods
1968:1-1982:3 1.35 0.29 —0.105 -0.003700 0.008338 0.094582  0.001949 0.60
(6.53) (2.63) (—5.22) (—2.54) (3.21) (6.73) (1.15) (4.26) 1.93 0.824
1982:4-1990:4 0.81 0.57 —0.052 0.004419 0.002408 0.072638 —0.000347 0.30
(2.90) (4.08) (—2.70) (0.84) (0.26) (3.76) (-0.14) (1.21) 194 0952
1968:1-1990:4 1.07 0.43 -0.072 —0.003030 0.005475 0.083116 0.000283 0.40
(6.91) (5.25) (—6.93) (—2.01) (3.60) (7.94) (0.20) (3.24) 180 0971
Wholesale
1968:1-1982:3 0.29 0.76 0.010 —0.000623 0.001331 0.010493 —0.002279 0.20
(2.47) (8.43) (1.02) (—0.42) (0.96) (5.64) (-1.95) (1.09) 203 0844
1982:4-1990:4 0.85 0.36 -0.009 —-0.000846 0.003274 0.012161 0.005049 0.60
(2.49) (1.47) (—0.96) (—0.25) (0.40) (4.08) (1.90) (2.05) 200 0.601
1968:1-1990:4 0.35 0.72 -0.002 -0.001078 0.002525 0.009%00 -0.001839 0.30
(3.52) (9.74) (—0.74) (—-0.82) (2.82) (6.68) (-1.86) (2.11) 212 0.7%9
Wholesale Durable Goods
1968:1-1982:3 0.60 0.66 0.053 0.000038 0.001966 0.046709 —0.001174 0.60
(4.33) (9.01) (2.36) (0.02) (0.69) (8.01) (-0.86) (4.26) 229 0930
1982:4-1990:4 0.83 0.59 —0.023 —0.008176 0.003949 0.032260 -0.000194 0.00
(4.04) (6.94) (—2.08) (—1.16) (0.41) (5.01) (-0.06) (0.00) 214 0959
1968:1-1990:4 0.38 0.78 —-0.002 -0.001923 0.008422 0.033585 —0.003374 0.30
(5.37) (21.69) (—0.64) (—0.93) (6.09) (9.47) (-2.96) (2.50) 1.95 0.940
Wholesale Nondurable Goods
1968:1-1982:3 0.12 0.87 —0.005 0.000303 —0.000467 0.010327 —0.001386
(1.73) (12.24) (—0.45) (0.17)  (-0.35) (2.96) (—1.28) 2.01 0.845
1982:4-1980:4 0.16 0.81 0.000216 —0.003218 —0.000576 0.008894 —0.000395
(1.22) (5.43) (0.04) (—=1.04) (-0.09) (2.91) (—0.26) 165 0738
1968:1-1980:4 0.12 0.86 —0.001 —-0.000287 —0.001008 0.009783 -0.001219
(2.69) (17.40) (=0.71) (-0.20) (—-1.22) (4.30) (—1.49) 1.94  0.837
Retail
1968:1-1982:3 0.23 0.85 0.009 —0.000708 —0.003696 0.012368 —0.002456 —0.10
(2.24)  (11.52) (1.18) (-0.43) (—2.70) (4.79) (~1.48) (-0.64) 1.94 0.853
1982:4-1990:4 1.01 0.26 0.008 0.001560 0.016083 0.021617 0.007404 0.80
(3.22) (1.24) (0.26) (0.28) (1.58) (5.12) (2.46) (4.97) 200 0582
1968:1-1980:4 1.02 0.26 0.024 —0.001080 —0.001102 0.018405 0.003886 0.70
(5.81) (2.07) (3.47) (-0.79) (—0.50) (7.72) (2.63) (6.61) 219 0618
Retail Durable Goods
1968:1-1982:3 0.56 0.74 —0.005 —0.002792 —0.001852 0.059260 —0.001687
(3.86) (9.45) (—0.24) (-0.58) (—0.43) (5.80) (—1.01) 212  0.842
1982:4-1990:4 1.08 0.49 0.009 0.014260 —0.024136 0.061781 0.006347
(4.77) (4.18) (0.72) (1.28) (—1.49) (6.40) (2.14) 1.33  0.727
1968:1-1990:4 0.62 0.70 —-0.009 —0.000688 —0.000285 0.058438 —0.000830
(5.22) (11.14) (=2.01) (=0.17)  (-0.09) (8.50) (—0.59) 1.86 0.843
Auto Dealers
1968:1-1982:3 0.66 0.59 0.002 0.000363 0.005451 0.077732 —0.001164
(4.61) (5.93) (0.05) (0.05) (0.79) (4.21) (—0.73) 205 0.769
1982:4-1920:4 0.77 0.55 0.056 0.025766 —0.040068 0.107390 0.004648
(3.97) (3.97) (1.83) (1.48) (—1.54) (6.03) (1.55) 1.51  0.851
1968:1-1990:4 0.54 0.68 0.010 0.007836 —0.000651 0.097011 —0.000005
(5.55) (9.84) (1.18) (1.29) _(-_0.15i E.QS) (-_0,004) 189 0793
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Table A-3 continued (5)
Regression Results, Forward Looking

Info Process. Change in

Lagged Investment/ Interest Expected Unexpected Durbin  Adj.

Industry C Dependent  GDP (—4) Rate Inflation Sales® Sales Rho® Watson R
Retail Other Durable Goods
1968:1-1982:3 0.37 0.88 -0.031 —0.005842-0.004211 0.181570 —0.004458

(2.63) (16.67) (—1.88) (—1.64) (—1.55) (7.58) (-2.20) 1.69 0.892
1982:4-1990:4 0.90 0.65 -0.049 —0.007404 0.012487 0.062977 —0.004029

(3.10) (6.79) (—2.72) (—0.99) (1.06) (2.38) (—-0.92) 203 0.956
1968:1-1990:4 0.50 0.82 -0.027 —0.009542 —0.001698 0.123800 -—0.005883

(4.10) (18.35) (—4.00) (-2.99) (-0.89) (6.91) (—3.20) 1.65 0.964
Retail Nondurable Goods
1968:1-1982:3 0.35 0.70 0.001 —0.001785 —0.002872 0.018214 0.001259 0.30

(2.66) (6.19) (0.17) (—1.84) (-2.71) (3.91) (0.65) (1.53) 2.02 0741
1982:4-1990:4 0.68 0.36 0.021 -0.001642 0.007846 0.018534 0.002433 0.60

(2.30) (1.35) (1.87) {(—0.59) (1.26) (2.34) (0.64) (3.03) 264 0702
1968:1-1990:4 0.29 0.75 0.008 —0.001540 —0.003317 0.018029 0.000877 0.30

(3.53) (10.25) (3.14) (—-1.758) (—3.85) (4.97) (0.55) (2.19) 213 0.918
Food Stores
1968:1-1982:3 0.19 0.69 0.020 —0.000427 —0.000433 0.037242 —0.000188

(4.11) (9.19) (3.68) (—0.55) (=0.71) (5.55) (-0.19) 1.69 0.2903
1982:4-1990:4 0.25 0.59 0.023 —0.003380 0.000326 0.011745 0.000625

(1.95) (2.91) (2.17) (—1.44) (0.08) (0.89) (0.33) 236 0.945
1968:1-1990:4 0.20 0.67 0.020 —0.000852 —0.000437 0.029571 0.000059

(4.64) (9.32) (5.02) (=1.10) (-1.08) (5.02) (0.07) 1.97 02980
Retail Other Nondurable Goods
1968:1-1982:3 0.38 0.74 -0.008 —0.002663 —0.003932 0.027798 0.001692  0.30

(2.47) (7.04) (—0.66) (—1.88) (-2.53) (3.31) (0.72) (1.58) 211 0.821
1982:4-1990:4 0.91 0.30 0.007 -0.001651 0.013722 .030712 0.002663 .70

(2.89) (1.35) (0.61) (—0.51) (1.98) (2.91) (0.72) (4.55) 2.37 0533
1968:1-1990:4 0.31 0.79 0.002 —0.002051 —0.004294 0.027434 0.000673 0.30

(3.25) (11.82) (1.07) (—1.65) (—3.48) (4.33) (0.35) (2.25) 207 0.838

“The Expecled Sales variable was generaled in three steps: 1) Estimated the equalion In Sales = In b = Time + In ¢ to create a sales trend based
on average percentage growth from one quarter to the next (ST = Inb * Time + Inc). 2) Corrected for last quarter's deviation of actual sales
from the trend by estimating Sales = ST + b(Sales(—1) — ST(—1)). The new corrected sales trend was calculated using the equation S =
ST+ b(SaIes(—!f— ST(—1)). 3) Subtracted actual sales from the corrected sales trend to produce the expected sales variable used in the forward
looking equations. (See Bechter and Pollock 1981.)

PEstimated using the Hildreth-Lu method for correcting first order serial correlation,

T-statistics in parentheses; critical value = 1.993 at the 5% level
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Table A-4 )
Kinked Time Regression Results
1968:1 to 1982:3, 1982:4 to 1990:4

Interactive Dummy Dummy  Change in
Lagged (Time * Dummy (82:4 to Interest
Industry c Dependent Time Variable) 90:4 = 1) Rate Inflation
Manufacturing & Trade 0.48 0.70 0.000083 -0.001962 0.12  —0.002675 0.001495
(7.53)  (16.96) (0.56) (—4.59) (4.56) (—=3.05) (1.42)
Manufacturing 0.41 0.76 0.000034 —-0.003517 024  —0.003368 0.004943
(8.99) (28.16) (0.18) (—6.04) (6.28) (—3.186) (3.85)
Durable Goods 0.51 0.75 0.000837 —0.006829 044  —0.005443 0.005432
(10.48)  (32.24) (2.85) (—7.60) (7.65) (—3.50) (3.00)
Nondurable Goods 0.23 0.82 —0.000545 —0.000789 0.07 -—0.002329 0.004301
(4.12)  (19.17) (—4.03) (—2.086) (2.70) (=2.11) (4.16)
Manufacturing Durable Goods:
Primary Metals 0.15 0.92 0.000010 0.001265 -0.12  -0.008593 0.006087
(2.65)  (35.81) (0.01) (0.73) (—1.09) (—1.80) (1.57)
Fabricated Metals 0.52 0.72 0.001976 -0.005909 033 —0.001066 0.002447
(4.55)  (11.18) (2.41) (—2.86) (2.55) (—0.36) (0.54)
Machinery, Except Electrical 1.11 0.58 0.000845 —0.023816 1.45  —0.002525 0.012374
(7.46)  (11.39) (0.78) (—6.24) (6.25) (—1.46) (3.48)
Electrical Machinery 1.14 0.49 0.002051 -0.011156 0.69 —0.004013 0.004645
(7.03) (6.70) (2.61) (—5.08) (5.08) (—2.19) (1.29)
Motor Vehicles & Parts 0.32 0.71 —0.001366 —0.001338 010 —0.006174 0.002902
(5.08) (10.61) (—2.50) (—1.51) (1.65) (—1.82) (0.74)
Other Transportation
Equipment 0.75 0.79 0.001939 —0.005840 0.50 0.000776 —0.002133
(295) (12.53) (1.42) (—2.04) (2.46) (0.11) (—0.26)
Other Durable Goods 0.49 0.74 0.000582 —0.003968 024 —0.003445 0.003795
(4.70) (12.63) (1.22) (—2.89) (2.75) (—1.82) (1.38)
Manufacturing Nondurable Goods
Food & Kindred Products 0.23 0.79 —0.000140 —0.001071 0.05 —0.000033 —0.000063
(2.70) (9.83) (—0.65) (=1.70) (1.33) (—0.02) {—0.05)
Paper & Allied Products 0.26 0.79 0.000279 —0.000293 0.01 —-0.003014 0.002339
(6.40)  (23.83) (1.24) (—0.70) (0.52) (—1.89) (1.54)
Chemicals & Allied Products 0.33 0.84 —0.001354 0.000278 0.02 -0.000009 0.001796
(4.12)  (19.51) (—3.68) (0.40) (0.33) (—0.00) (0.73)
Petroleum & Coal Products 017 0.75 —0.000072 —0.002203 0.18  -0.002808 0.004870
(3.51) (11.70) (—=0.22) (—2.57) (2.98) (=1.10) (2.37)
Rubber & Plastic Products 0.25 0.83 —-0.000122 —0.000933 0.03 0.000667 0.004089
(4.73)  (20.77) (—0.37) (—=1.17) (0.70) (0.28) (1.62)
Other Nondurable Goods 1.26 0.32 —0.002429 —0.005034 0.31 —0.003936 0.007265
(7.19) (3.59) (—2.80) (—2.93) (2.95) {—2.99) (2.56)
Merchant Wholesalers 0.28 0.29 0.000390 —0.001997 0.1 -0.001114 -0.004096
(6.99) (2.81) (0.65) (—1.48) (1.32) (—1.05) (—1.81)
Wholesale Durable Goods 0.32 0.85 0.000660 —-0.001334 0.04 —0.003229 -0.003378
(4.87)  (26.34) (2.24) (—1.84) (0.93) (-1.47)  (-1.67)
Wholesale Nondurable Goods 0.90 0.04 -0.001900 0.003341 -0.19  —0.000446 —0.002704
(7.45) (0.29) (—2.71) (2.23) (—2.02) (—0.40) (—=1.17)
Retail Trade 0.56 0.63 0.000502 0.000436 —-0.04  -0.000859 —0.004717
(5.71) (8.97) (2.41) (0.87) (—1.16) (—0.55) (—3.24)
Retail Durable Goods 0.84 0.61 0.000763 —-0.001311 0.01 —0.004474 -0.004345
(6.10) (8.57) (1.34) (—1.08) (0.15) (-0.89)  (—1.01)
Automotive Dealers 0.82 0.50 0.001115 0.003972 -0.35 —0.000351 0.002022
(6.34) {(5.70) (1.25) (1.89) (—2.41) (—0.05) (0.31)
Other Durable Goods 0.59 0.81 —0.000023 —0.004039 0.23 —0.007460 -0.009074
(4.84) (18.12) (-0.07) (—3.87) (3.58) (-2.57)  (—3.43)
Retail Nondurable Goods 0.33 0.73 —0.000116 0.000717 -0.03 —-0.001588 -0.002899
(5.15)  (13.33) (—0.92) (2.14) (—1.59) (—1.83) (—3.94)
Food Stores 0.23 0.79 —0.000140 —0.001071 0.05 -0.000033 —0.000063
(2.70) (9.83) (—0.65) (=1.70) (1.33) (—-0.02) {—0.05)
Other Nondurable Goods 0.53 0.65 —0.000634 0.001303 -0.06 —0.002470 -0.003723
(2.62) (4.61) (—1.53) (1.41) (—1.21) (—2.02) (—2.39)
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Table A-4 continued Figarg v

Kinked Time Rf.’g?'f.’sswn Results I”UE’HtO?'y'tO'SﬂIES Ratios
1968:1 to 1982:3, 1982:4 to 1990:4
Percent Durable Goods Manufacturing: Selected Industries
Unexpected  Change in Durbin Adjusted
Sales Sales® Rho® Watson R2 Ratios based on 1982 Dollars
—-0.005125 -0.014 0.30 5
(—8.38) (—8.91) (2.54) 2.07 0.966 Cithet 7\ f\“"\)‘
—0.006596 -0.017 0.30 \f\,\j
(—12.59) (-11.70) (2.62) 202 0.988 PV
-0.007833 —-0.024 0.30
(—14.96) (—14.97) (2.70) 1.95 0.990
—0.006803 -0.007
(—7.88) (—4.45) 1.96 0.978
—-0.009847 -0.025
(—=12.17) (—13.79) 1.64 0.981 4
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*Polynomial Distributed Lag (first degree polynomial, 3 guarters
including current quarter, far endpoint constraint).

®Estimated using the Hildreth-Lu method for correcting first order
serial correlation.

Coefficients shown are the sum of the estimated lagged coefficients.
T-statistics in parentheses; critical value = 1.993 at the 5% level.



Table A-5
Standard Deviation of Inventory-to-Shipments Ratio
by Industry, by Size of Firm

1977 - 1982 1987
Standard Standard Standard
Industry Mean Deviation Mean Deviation Mean Deviation
Manufacturing Nondurable Goods
Food and Kindred Products 0.973 0.133 1.008 0.139 0.885 0.117
Tobacco Products 4.201 1.260 4.971 0.973 2.678 1.693
Textile Mill Products 1.645 0.225 1.760 0.348 1.575 0.346
Apparel and Fabrics 1.562 0.240 1.602 0.186 1.621 0.132
Lumber and Wood Products 1.375 0.128 1.630 0.135 1.178 0.208
Furniture and Fixtures 1.876 0.186 1.924 0.164 1.673 0.123
Paper and Allied Products 1.325 0.090 1.453 0.152 1.273 0.127
Printing, Publishing, and Allied Industries 0.970 0.154 0.971 0.190 0.833 0.168
Chemicals and Allied Products 1.462 0.090 1.662 0.120 1.357 0.074
Petroleurn Refining and Related Industries 0.723 0.124 0.949 0.144 0.835 0.125
Manufacturing Durable Goods
Rubber and Miscellaneous Plastics
Products 1.449 0.128 1.540 0.227 1.210 0.424
Leather and Leather Products 1.754 0.329 1.778 0.741 1.585 1.135
Stone, Clay, Glass, and Concrete Products 1.391 0.375 1.572 0.724 1.075 0.607
Primary Metal Industries 1.879 0.284 247 0.536 1.704 0.626
Fabricated Metal Products 1.959 0.354 2.112 0.387 1.581 0.604
Industrial and Commercial Machinery 2.444 0.536 2.771 0.570 2.066 0.761
Electronic and Other Electrical Equipment 2.214 0.155 2.428 0.090 1.433 0.946
Transportation Equipment 2.033 0.260 2.280 0.359 1.089 0.905
Measuring, Analyzing, and Controlling
Instruments 2.491 0.317 2.629 0.304 2.266 0.786
Miscellaneous Manufacturing Industries 2157 0.270 2.324 0.158 1.291 1.061

Source: U.S. Bureau of the Census, Census of Manufactures.

64  November/December 1992 New England Economic Review



References

Aepel, Timothy. 1992. “Ford Reaches Fork in Road in Its European
Operations: With Japanese Threat Looming, ‘Lean Production’
Looks Like the Future.” The Wall Street Journal, October 6.

Akhtar, M.A. 1983. “Effects of Interest Rates and Inflation on
Aggregate Inventory Investment in the United States.” The
American Economic Review, vol. 73, no. 3 (June), pp. 319-28.

Arthur Andersen and Andersen Consulting. 1992. “World Retail-
ing Highlights.” International Trends in Retailing, vol. 9, no. 1,
Summer, pp. 49-96.

Bechter, Dan M. and Stephen H. Pollock. 1981. “Inventory Sensi-
tivity to Interest Rates in Selected Manufacturing and Trade
Sectors.” Federal Reserve Bank of Kansas City, Research Work-
ing Paper 81-10, September.

Bechter, Dan M. and Stephen Stanley. 1992. “Evidence of Im-
proved Inventory Control.” Federal Reserve Bank of Richmond,
Economic Review, January/February, pp. 3-12.

Berger, Susan. 1992, “Moving Macaroni.”” The Federal Reserve
Bank of Boston Regional Review, Vol. 2, No. 1 (Winter), p. 3.
Betancourt, Roger and Harry Kelejian. 1981. “Lagged Endogenous
Variables and the Cochrane-Orcutt Procedure.” Econometrica,

vol. 49, no. 4 (July), pp. 1073-78.

Blinder, Alan S. 1981. “Inventories and the Structure of Macro
Models.” AEA Papers and Proceedings, vol. 71, no. 2 (May), pp.
11-16.

. 1986. “More on the Speed of Adjustment in Inventory
Models.” Journal of Money, Credit and Banking, vol. 18, no. 3
(August), pp. 355-65.

Blinder, Alan S. and Louis ]. Maccini. 1991. “Taking Stock: A
Critical Assessment of Recent Research on Inventories.” Journal
of Economic Perspectives, vol. 5, no. 1 (Winter), pp. 73-96.

Bryant, Adam. 1992. “Colt's New Chief Likes to Fix Businesses.”
The New York Times, May 15, p. D5.

Burt, David N. 1989. “Managing Suppliers Up to Speed.” Harvard
Business Review, July-August, pp. 127-35.

Caballero, Ricardo J. and Eduardo M.R.A. Engel. 1991. “Dynamic
(S,s) Economies.” Econometrica, vol. 59, no. 6 (November), pp.
1659-86.

Chain Store Executive. 1991, Section three, March.

Cuthbertson, Keith and David Gasparro. 1992. “The Determinants
of Manufacturing Inventories in the UK.” (Bank of England,
Economics Division. Unpublished. February.

Forrester, Jay W. 1961. Industrial Dynamics. Cambridge, MA.: The
M.LT. Press, pp. 21-42.

Hay, Donald and Helen Louri. 1991. “Investment in Inventories:
An Empirical Microeconomic Model of Firm Behaviour.” Insti-
tute of Economics and Statistics, Applied Economics Discussion
Paper No. 123. University of Oxford, Oxford, England. October.

Henderson, Yolanda K. with Jeffrey B. Liebman. 1992. “Capital
Costs, Industrial Mix, and the Composition of Business Invest-
ment.” Federal Reserve Bank of Boston, New England Economic
Review, January/February, pp. 67-92.

Irvine, F. Owen, Jr. 1981. “Merchant Wholesaler Inventory Invest-

November/December 1992

ment and the Cost of Capital.” AEA Papers and Proceedings, vol.
71, no. 2 (May), pp. 23-29.

Karmarkar, Uday. 1989. “Getting Control of Just-in-Time.” Harvard
Business Review, September-October, pp. 122-31.

Kaye Instruments, Inc. 1992. “News Release.” April.

Lieberman, Charles. 1980. “Inventory Demand and Cost of Capital
Effects.” The Review of Economics and Statistics, vol. 62 (August),
pp- 348-56.

Maccini, Louis J. and Robert ]. Rossana. 1981. “Investment in
Finished Goods Inventories: An Analysis of Adjustment
Speeds.” AEA Papers and Proceedings, vol. 71, no. 2 (May), pp.
17-22.

McNees, Stephen K. 1992. “Remarks before the Board of Directors
of the Federal Reserve Bank of Boston.” Unpublished. Boston,
MA, September 10.

Mercier, Christele and Luc Uzeel. 1992, “Analysis of Retailing in
France.” International Trends in Retailing, vol. 9, no. 1 (Summer),
pp- 3-18.

Merrills, Roy. 1989, “How Northern Telecom Competes on Time."”
Harvard Business Review, July-August, pp. 108-114.

Mosser, Patricia C. 1991. “Trade Inventories and (S,s).” The Quar-
terly Journal of Economics, vol. 106, no. 4 (November), pp.
1267-86.

Pollack, Andrew. 1992. “A Lower Gear for Japan's Auto Makers.”
The New York Times, August 30, Section 3, p. 1.

Rubin, Laura S. 1979/80. “Aggregate Inventory Behavior: Response
to Uncertainty and Interest Rates.” Journal of Post Keynesian
Economics, vol. 2, Winter, pp. 201-11.

Saxonhouse, Gary R. 1991. “Sony Side Up: Japan’s Contributions
to the U.S. Economy.” Policy Review, Spring, pp. 60-64.

Shapiro, Eben. 1992. “P.&G. Takes on the Supermarkets with
Uniform Pricing.” The New York Times, April 26, Section F, p. 5.

Shulman, David. 1991. “Real Estate Market Review: Annual Out-
look and Review.” New York: Salomon Brothers Inc.

Steindel, Charles. 1992. ““Manufacturing Productivity and High-
Tech Investment.” Federal Reserve Bank of New York Quarterly
Review, Vol. 17, No. 2 (Summer), pp. 39-47.

Strom, Stephanie. 1992, “A New President and Chief Is Named at
F.A.O. Schwarz." The New York Times, May 14, p. D6:2.

“Unipartners.” 1992. The Economist, April 11, p. 67.

Walton, Sam with John Huey. 1992. Samn Walton, Made in America:
My Story. New York: Doubleday.

West, Kenneth D. 1989. The Sources of Fluctuations in Aggregate
[nventories and GNP. National Bureau of Economic Research,
Working Paper No. 2992, Cambridge, MA. June.

. 1991. A Comparison of the Behavior of Japanese and ULS.
Inventories. National Bureau of Economic Research, Working
Paper No. 3762. Cambridge, MA. July.

Womack, James P., Daniel T. Jones, and Daniel Roos. 1990. The
Machine that Changed the World: The Story of Lean Production. New
York: Harper Perennial.

New England Economic Review 65



Index—1992

T T ===

Banking
The Advantages of “Transferable Puts” for
Loans at Failed Banks
Eric S. Rosengren and Katerina
Simons
March/April 1992 p. 3
Mutual-to-Stock Conversions by
New England Savings Banks:
Where Has All the Money Gone?
Katerina Simons
March/April 1992 p. 45
Real Estate and the Credit Crunch:
An Overview
Lynn E. Browne and Eric S.
Rosengren
November/December 1992 p. 25

Finance

The Capitalization and Portfolio Risk of
Insurance Companies
Richard W. Kopcke
July/August 1992 p. 43

The Financial Condition and Regulation of
Insurance Companies: An Overview
Richard E. Randall and Richard W.

Kopcke

May/June 1992 p. 32

The Municipal Bond Market, Part II:
Problems and Policies
Peter Fortune
May/June 1992 p. 47

International

One Trading World, or Many: The Issue of
Regional Trading Blocs
Norman S. Fieleke
May/June 1992 p. 3

November/December 1992

The Quest for Sound Money: Currency
Boards to the Rescue?
Norman S. Fieleke
November/December 1992 p. 14

Macroeconomics
Capital Costs, Industrial Mix, and the
Composition of Business Investment

Yolanda K. Henderson with Jeffrey B.

Liebman
January/February 1992 p. 67
Changes in Inventory Management:
Implications for the U.S. Recovery
Jane Sneddon Little
November/December 1992 p. 37
Do Consumers Behave as the Life-Cycle/
Permanent-Income Theory of
Consumption Predicts?
Jeffrey C. Fuhrer
September/October 1992 p. 3
How Large Are Economic Forecast Errors?
Stephen K. McNees
July/August 1992 p. 25
The 1990-91 Recession in Historical
Perspective
Stephen K. McNees
January/February 1992 p. 3
Profits and Stock Prices: The Importance of
Being Earnest
Richard W. Kopcke
March/April 1992 p. 26
Purchasing Power Parity within the
United States
Geoffrey M.B. Tootell
July/August 1992 p. 15

Monetary Theory and Policy

A Forward-Looking Monetary Policy
Reaction Function: Continuity and
Change
Stephen K. McNees
November/December 1992 p. 3

Public Finance and Taxation
Current Taxation of Qualified Pension
Plans: Has the Time Come?
Alicia H. Munnell
March/April 1992 p. 12
Lessons from Variations in State Medicaid
Expenditures
Jane Sneddon Little
January/February 1992 p. 43
Public-Private Cost Shifts in Nursing
Home Care
Jane Sneddon Little
July/August 1992 p. 3

| Taxation of Capital Income in a Global

Economy: An Ouverview
Alicia H. Munnell
September/October 1992 p. 33

Regional

The Capital Crunch in New England
Joe Peek and Eric 5. Rosengren
May/June 1992 p. 21

What Past Recoveries Say about the Outlook
for New England
Katharine L. Bradbury and Yolanda K.

Kodrzycki

September/October 1992 p. 1

Why New England Went the Way of Texas
Rather Than California
Lynn E. Browne
January/February 1992 p. 23

New England Economic Review 67



Federal Reserve Bank of Boston K
P.O. Box 2076 B Toxee
Boston, Massachusetts 02106-2076 “pAID >

Richmond, VA
Permit No. 930

Address Correction Requested






