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Long-term interest rates that are unusually high relative to short-
term interest rates are often seen to reflect market expectations of
increasing inflation. Given that the term structure of interest rates (also
called the yield curve) reacts to inflation expectations, does it do so in a
reasonable manner? Does the term structure embody inflation forecasts
that bear a sensible relationship to the inflation that in fact occurs?

This article reviews the theoretical link between the term structure
and inflation expectations, and then it provides empirical evidence on
the link in light of the theory. It finds little evidence of a link between the
term structure and future inflation at the horizon chosen for study, the
relationship between one- and two-year interest rates and the one-year-
ahead change in the one-year inflation rate. 3

The extensive literature on state economic development efforts has
not been much help to states in developing competitiveness strategies.
The materials are primarily descriptive, with little evidence on success or
failure of the experiments. In addition, state initiatives have not been
viewed in a larger analytical framework that would permit generaliza-
tions and understanding of the dynamic processes underlying these
changes.

This article adopts production life-cycle models as a framework in
which to analyze systematically the interrelationships between indus-
trial and technological change, human resource needs, and state eco-
nomic development policies. The framework suggests that states that
incorporate the dynamics of industrial and technological change into
their competitiveness strategies will reap employment and productivity
benefits that technology can provide. 17
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As governments consider ways to provide public services more
efficiently, privatization can seem like an attractive option. Yet the
subject engenders sharp controversies. In New England, local govern-
ments generally have not engaged in as much privatization as those in
other parts of the country.

This article examines the evidence on the relative merits of privat-
izing public services and attempts to determine whether these costs and
benefits actually appear to explain local government behavior through-
out the United States. The limited scope of privatization by New
England local governments defies explanation, suggesting that commu-
nities in the region may wish to reexamine their choices of how to
provide services, if they have not done so recently. 31

Rapid increases in house prices can make home ownership more
difficult for prospective first-time home buyers by increasing the re-
quired down payment amount and, if the increases outpace income
growth, by increasing the ratio of mortgage payments to income. In
response to such constraints, households may seek a gift or loan from a
family member to use as part of the down payment.

Family transfers for housing purchase may be useful in understand-
ing the relationship between housing finance and housing markets.
Gifts may play a critical role for some households in home purchase
activity in real estate cycles. This article documents the frequency and
magnitude of family gifts for housing purchase and explores economic
explanations for their role in home financing. 47



Stephen R. Blough

Economist, Federal Reserve Bank of
Boston. The author thanks Christopher
Baum, Stephen Cecchetti, and |. Hus-
ton McCulloch for providing data.
Meeta Anand and Alicia Halligan pro-
vided excellent research assistance.

interest rates on inflation and, further, the dependence of the

term structure of interest rates (also called the yield curve) on
the expected future path of inflation. Thus, for example, long-term
interest rates that are unusually high relative to short-term interest rates
are seen to indicate that the market expects increasing inflation in the
future. News of strong economic growth may tend to increase long-term
rates more than short-term rates, and we read that the market fears such
growth will lead to increasing inflation in the future.

Given that the term structure reacts to inflation expectations, does
it do so in a reasonable manner? Does the term structure embody
inflation forecasts that bear a sensible relationship to the inflation that in
fact occurs? This article will review the theoretical link between the term
structure and inflation expectations, and then provide empirical evi-
dence on the link in light of the theory.

The theory of the term structure of interest rates has received
intensive scrutiny (Shiller 1990 provides a survey), as has the relation-
ship between interest rates and inflation. However, relatively little work
has been done linking the term structure to future changes in inflation,
which is the focus of this article. The most closely related recent work is
that by Fama (1990) and by Mishkin (1990), who run simple regressions
of inflation changes on yield spreads. Regressions such as theirs will be
shown to arise as a special case in the model considered here.

The link between the term structure and inflation is indirect. The
theory of the term structure says only that the term structure should
reflect expectations of future interest rates. The term structure should be
useful in forecasting changes in inflation only if it is useful in forecasting
changes in interest rates and changes in interest rates are, to a substantial
extent, driven by changes in inflation. As shown below, proper account-
ing for the indirect nature of this link has important implications for
interpreting the data. In particular, to the extent that the yield curve has

a- commonplace of financial market analysis is the dependence of



no power to forecast changes in interest rates, it
cannot have power to forecast changes in inflation
within the standard theoretical mechanism.

Rather than give results for many different ma-
turities, this study looks at only one pair. The rela-
tionship examined is that between one- and two-year
interest rates and the one-year-ahead change in the
one-year inflation rate. For example, the one- and
two-year interest rates at the end of 1993 should
embody expectations of the change in inflation from
1994 to 1995.

This horizon is chosen as a balance between
practical and econometric considerations. Horizons

The link between the term
structure of interest rates and
inflation is indirect.

shorter than one year are of limited relevance to
policymakers, but examination of longer horizons is
handicapped by data limitations. Reliable data are
available only since World War II. That seemingly
lengthy span contains only nine independent five-
year periods, however, preventing reliable inference
about the relationship between five-year interest
rates and five-year inflation rates. Longer data series
of lesser quality are available, and prewar data will be
used in this study for comparing results across peri-
ods, an exercise that asks less of the data than using
them to obtain results for long maturities.

This study finds little evidence of a link between
the term structure and future inflation at this horizon.
Regressions that control for expected changes in the
real rate of interest find no statistically significant
evidence of such a link for any time period examined.
This evidence is consistent with previous studies,
which find that the term structure does not predict
changes in interest rates at this horizon.

I. Theory of the Term Structure
and Inflation

The theoretical relationship between the term
structure and inflation presented here combines the
Fisher equation, relating nominal interest rates, real
interest rates, and inflation, with the expectations
theory of the term structure. The latter gives a rela-

4 May/June 1994

tion between long-maturity interest rates and the
expected path of short rates.

The box summarizes the relationships between
the yield curve, spot rates, and forward rates, and the
implications of the expectations theory of the term
structure for those relationships. In the notation used
there, let i, refer to the nominal interest rate (spot
rate) at the end of year t of the one-year security
maturing at the end of year { + 1. (Throughout this
article, time subscripts will refer to the date of observa-
tion of the given variable.) Let f, be the one-year-
ahead, one-year forward rate implicit in the term
structure observed at the end of year t. As explained
in the box, the forward rate is the interest rate that
can be locked in, in advance, by appropriate purchase
and sale of securities of different maturities. The
expectations theory maintains that the spread (differ-
ence) between the forward and the spot rates should
equal the expected change in the spot rate plus a term
premium. Mathematically,

(f — 1) = E(Aij+q1) + 6 (1)

where E,(.) represents expectations as of the end of
year t and 6 is a term premium, which the expecta-
tions theory assumes is constant over time.!

Equation (1) is often called the “forward unbi-
asedness condition,” because it implies that the for-
ward rate provides an unbiased forecast of the future
spot rate. As expressed by equation (1), the expecta-
tions theory directly implies that the term structure
(as reflected in the forward-spot spread f — i) fore-
casts changes in interest rates, not changes in inflation.
To bring inflation into the analysis, let 7., be the rate
of price inflation from the end of year f to the end of
year t + 1 (recalling that the subscripts denote the
date of observation). Let r,,,; denote the ex post real
rate of interest for the same period. The ex post real
rate is simply the rate of interest earned over a period
in excess of actual inflation over that period,? and
therefore:

Me1=0— a1 (2)
which implies:

E((Ai;+1) = EfAy 4 2) + Ef(Ar; 4 2). 3)

! The term premium is permitted to vary across maturities, but
not over time. Alternative theories that drop this assumption are
discussed in Section IV below.

2 Tax considerations are ignored. However, some of the data
used below have been adjusted for differential tax treatment of the

underlying securities.
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The expectations theory of the term structure is
the benchmark model in economics and finance of
the relationship between interest rates of differing
maturities. An abbreviated development is pre-
sented here, examining only securities with matu-
rities of one and two periods and confining the
analysis to pure discount securities. For a thor-
ough analysis that includes the extension to cou-
pon bonds, see Shiller (1990).

Let p, and p2, be the prices at time f of securities
that will pay $1 at times ¢ +1 and t + 2, respec-
tively. The securities are assumed to have zero risk
of default. Let i, and i2, be the continuously com-
pounded, per-period yields to maturity of the two
securities. Then by definition:

pret=p2eft=1
so that:
i, = —In p, and 2, = —(In p2,)/2.

Now consider an agent who has no net borrow-
ing needs at time #, but will need to borrow money
attime t + 1 to be repaid at time t + 2. Without loss
of generality, assume the borrowing need can be
expressed as a need to repay $1 at t + 2. The agent
could simply wait until { + 1, and borrow p;.,
dollars at an interest rate of i,,;.

An alternative transaction would lock in an
interest rate at time t. The agent could issue a
two-year bond, and invest the proceeds p2, in
p2,/p; one-year bonds. Then the agent would carry
a zero balance from t to t + 1. Att + 1 the one-year
bonds mature and the agent would receive p2,/p,
dollars, with a requirement to repay $1 at t + 2.
The implied interest rate from f + 1 to { + 2 on this
transaction is:

fr = —In(p2/p) = 2+ i2, — §,
which is called (if a period is a year) the one-year-

The Expectations Theory of the Term Structure of Interest Rates

ahead, one-year forward rate: it is the one-year
rate of interest that can be locked in, one year
ahead of time. Note that this definition implies
that the two-year rate is the average of the one-
year rate and the forward rate.

The agent faced with a choice between locking in
the forward rate at time t and waiting to borrow at
time t + 1 is likely to compare the forward rate to
the one-year rate expected to prevail at  + 1. The
expectations hypothesis of the term structure sup-
poses that market forces will drive the forward rate
to equal the expected one-year spot rate plus a
“term premium,” which is supposed to be con-
stant over time for each maturity but might differ
across maturities. Hence (since only one maturity
is considered here), the expectations hypothesis
can be stated:

ft = E(iy4q) + 0.

The term premium  is commonly understood to
reflect the differing risk of the two strategies;
alternatively it could reflect maturity-specific
forces of supply and demand for funds (compare
Culbertson 1957). In either case, the premium
could in principle be positive, negative, or zero.

It is important to note that there is no theoretical
reason for the expectations hypothesis to hold
except as an approximation. If # = 0, as might be
suggested by risk neutrality, the hypothesis in fact
cannot hold for all maturities simultaneously.
When non-zero term premia are allowed, there are
no compelling reasons why they should be con-
stant over time. Some recent attempt to explain
failures of the expectations hypothesis concentrate
on modelling changes in the term premia—for
example, Engle and Ng (1993). See Shiller (1990)
and the references therein for further detail on
these matters.

Substituting (3) into (1) and rearranging, we obtain:
E{Amy +2) = (fy — i) — Ed(Ari42) — 6. (4)

According to the expectations theory, the foi-
ward-spot spread reflects the expected change in the
spot rate, which in turn reflects both expected
changes in inflation and expected changes in the real
rate of interest. As expressed mathematically in Equa-
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tion (4), the term structure cannot be linked to expected
inflation without consideration of the real rate. The for-
ward-spot spread will directly measure expected
changes in inflation only if the real rate is expected to
remain unchanged.

Equation (4) forms the basis for the empirical
investigation. Given an assumption about the ex-
pected change in the real rate, the right-hand side of
(4) expresses the “market” expectations of the change

New England Economic Review 5



in inflation. If those expectations are rational, they
should predict the actual change in inflation. There-
fore, regressions of the actual change in the inflation
rate on the forward-spot spread two years previous
and the expected change in the real rate can be used
to assess the consistency of historical data with the
predictions of the expectations hypothesis.

Two types of checks will be used. First, equation
(4) predicts that, in a regression of the actual change
of inflation on the lagged spread and the expected
change in the real rate, the coefficients on those two

This study finds little evidence
of a link between the
term structure of interest
rates and future
inflation, at the
horizon explored here.

variables will be 1 and —1, respectively. If the esti-
mated coefficients are consistent with (not signifi-
cantly different from) those values, the data are
consistent with the expectations hypothesis. How-
ever, such a result alone does not measure the
importance of the yield curve in predicting inflation.
Results will also be reported for tests of the hypoth-
esis that the coefficient on the forward-spot spread
is 0. Only if this hypothesis is rejected can the spread
be said to have a significant relationship to future
inflation.

II. Data and Econometric Method

Three different sets of data for interest rates on
U.S. risk-free (or low-risk) securities are used. These
are described fully in Appendix 1, “Data Sources.”
The data sets jointly cover the period 1919 to 1990.
Because of the varying quality of the data and the
possibility of temporal instability, results will be
reported for subperiods corresponding to the individ-
ual data sets and to the first and second halves of the
postwar sample, as well as for the full period.

The variables used in the empirical analysis are:

i : Yield on one-year-maturity securities,
December observations.
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fi : One-year-ahead, one-year-forward inter-
est rate, computed from December ob-
servations of one-year and two-year
yields. (See the box.) Date subscript re-
fers to time of observation, so f, is the
forward rate applicable to the period t + 1
tof + 2.

W : December-to-December percentage change
in the Consumer Price Index. The dating
convention means that 7, is the rate for
the period t — 1to t.

7, : Ex post real rate of interest, as defined by
equation (2).

Ari_, ,;: Change in the real rate from t — 1 to ¢,
“expected” at t — 2, See Appendix 4,
“The ‘Expected” Real Rate.”

While monthly observations of all variables are
available, only one annual observation is used, for
several reasons. First, use of monthly data gives a
misleading indication of the amount of information
present in the data set. The number of fully indepen-
dent observations is equal to the span of the data
divided by the longest maturity used; thus, 20 years
of data contain only 10 fully independent observa-
tions of two-year horizons, even if all 240 monthly
observations are used. Monthly data do in principle
contain more information than annual data, and in
principle reported standard errors can be adjusted for
the observation overlap. However, these adjustment
methods are known to work poorly when the overlap
is substantial (see, for example, Richardson and Stock
1989).

The use of December observations for the vari-
ables may be questioned. December financial data
may be contaminated by “end-of-year effects”” due to
tax and accounting influences on portfolios. Any
such effects should be mitigated here by the fact that
only December data are used; changes are December-
to-December rather than December to some other
month. Nevertheless, December data might be espe-
cially noisy. For this reason, all equations were rees-
timated using June data for the periods 1950 to 1990,
1950 to 1970, and 1971 to 1990. The results using June
data were broadly similar to those using December
data and are not reported in detail; any significant
differences are noted where appropriate.

Econometric details for the results presented
below are given in Appendix 2, “Theoretical Struc-
ture of Error Terms” and Appendix 3, “Econometric
Method.”

New England Economic Review



Table 1 .
Estimates of Equation (5)
Am = fo + Bylfi-z2 — i2) + U,

Estimation Period

Variable 1923-90 1950-90 1950-70 1971-90 1922-49 193249 1921-30
constant —.561 -.351 -.108 -.782 —.060 -1.697 —.847
(.442) (.416) (.600) (.585) (1.466) (2.948) (1.793)
(F= i)t —2) 1.741 1.764 2.475 1.838 768 2,676 —2.024
(.618) (.693) (1.501) (.663) (1.902) (2.530) (9.064)
Re .050 .168 018 .266 —.034 —.036 -.120
D.W. 2.217 1.519 1.389 1.656 2.024 2272 2.018
s.e. 3.940 2.410 2,333 2.541 5.821 6.477 6.697

Newey-West standard errors in parentheses. See Appendix 3, "Econometric Method," for details of computations.

III. Results

Suppose that the expected change in the real rate
Ar* is always zero.3 After imposing this condition, the
theoretical relationship (4) implies a coefficient of 1 on
the forward-spot spread (f — i) in the regression:

Amy= Bo+ Bilfr-2 —it-2) + U (5)

This regression is closely related to those reported by
Fama (1990) and Mishkin (1990).4

Results of estimating (5) are reported in Table 1.
The coefficient on the forward-spot spread is no-
where significantly different from 1; the data are in
this sense consistent with the expectations hypothe-
sis with a zero expected change in the real rate. The
spread also appears to have some explanatory value
for future inflation: the hypothesis that the coefficient
on the spread is 0 can be rejected for the full 1923-90
sample and for the 1950-90 and 1971-90 subsamples.

However, the results also show that the for-
ward-spot spread forecasts very little of the subse-
quent change in inflation. The R* is 0.05 for the full
sample. Furthermore, the correlation between the
spread and inflation arises almost entirely in the most
recent 20-year period; R? is 0.27 for 1971-90 but 0.02
for 195070 and negative for all pre-war samples.

If the expected real rate of interest is not con-
stant, equation (5) is not a valid representation of the
expectations hypothesis. As discussed above, that
hypothesis says that the forward-spot spread pre-
dicts the sum of the expected change in inflation and
the expected change in the real rate. If the expected
change in the real rate is not zero, the hypothesis no
longer implies that the coefficient on the forward-
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spot spread in (5) is 1; in fact, in this case the
expectations hypothesis has no testable implications
at all for equation (5).°

Direct measures of the expected change in the
real rate of interest are not available. However, such
changes have been in part predictable in the data
used in this study. Figure 1 shows actual values and
the fitted values of a regression of the change in the
ex post real rate on observations of variables in our
data set dated t — 2 or earlier, over the whole sample.
Under rational expectations, this information would
have been incorporated in market expectations.
Therefore, the fitted values from this regression® can
be used as proxies for the expected changes in the
real rate. Details and further justification of this
procedure are given in Appendix 4.

The next set of results incorporates this measure
of the expected change in the real rate into the
inflation change regression. Table 2 provides esti-
mates of the regression:

AﬂI':BU-!-)Bl(ff—l_il—Z)+,82arf_2‘t+uf. (6)
The expectations hypothesis as given by (4) predicts

3 This hypothesis is implied by the hypothesis that the ex ante
real rate is constant. An expectation of no change also allows the
real rate to follow a random walk. Note that this discussion refers
to the change from t + 1 to t + 2 expected at t.

% The regressions are not directly comparable, because both
Fama and Mishkin use the difference between long-term average
and short-term average inflation rates instead of inflation rate
changes, and yield spreads between long-term and short-term
securities rather than forward-spot spreads.

5 Mishkin (1990) discusses how the coefficients in a regression
similar to (5) can be interpreted when the real rate varies, under the
assumption that the expectations hypothesis holds exactly.

6 The estimation is done separately for each sample period.

New England Economic Review 7



Figure 1

Actual and "Expected" Change in the
Ex Post Real Rate of Interest
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values of 1 and —1 for the coefficients B8; and S,
respectively. The last line of Table 2 gives p-values for
tests of this restriction so that, for example, a p-value
of 0.10 or less means that the restriction is rejected at
the 10 percent level.

Table 2 contains good news and bad news for the

Table 2 ‘
Estimates of Equation (6)
Am = By + By(h—z — ii2) + ATy + Uy

expectations hypothesis. The data are consistent with
the coefficient values predicted by the theory: the
hypothesis that the coefficients are 1 and —1 is
nowhere rejected at the 10 percent level or below.
Furthermore, these regressions explain substantially
more of the variation in inflation than those reported

Estimation Period

Variable 1923-90 1950-90 1950-70 1971-90 1922-49 1932-49 1921-30
constant .036 175 056 066 —-.181 —.114 -.278
(.389) (.429) (.401) (.693) (1.196) (2.203) (.953)
(f = i)(—2) .005 —.050 1.396 -7 116 192 905
(.559) (.852) (1.300) (1.022) (1.553) (2.090) (6.417)
Ar® —.905 —.957 —.900 —.987 — 847 —.828 —-916
(.222) (.284) (.240) (.380) (.186) (.130) (.351)
R2 241 417 553 419 145 184 298
Dw 2.596 1,882 1.565 1.996 2.428 2.839 2934
s.e. 3,521 2.018 1.574 2.261 5.291 5.749 5.303
p-value® 104 157 .891 101 558 .307 967

ap-value for the null hypothesis that the coefficients on (i — i) and Ar® are 1 and —1, respectively. A value less than 0.10 means the hypothesis is

rejected at the 10 percent level, and so on.

MNewey-West standard errors in parentheses. See Appendix 3, "Econometric Method," for details of computations.

8  May/June 1994
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Table 3
Estimates of Equation (7)

Ay = Bo + Bylf—y — ii—y) + U, o
Estimation Period
Variable 1922-89 1949-89 1949-69 1970-89 1921-48 1931-48 1920-29
constant 100 199 074 077 —.203 215 —.226
(.162) (.227) (.307) (.420) (.189) (.445) (.208)
(f = i(=1) -.178 -.132 1.276 —.196 -.002 —.324 1.174
(.240) (.274) (.921) (.275) (.478) (.775) (.985)
R? —.008 -.022 .067 -.047 —-.038 —.047 .026
DW 2.077 1.981 2.022 1.606 2.542 3.240 1.924
s.e. 1.264 B 1.498 .902_ 1.954 822 1.048 B_EE

Newey-West standard errors in parentheses. See Appendix 3, “Econometric Method," for details of computations.

in Table 1, which excluded the expected change in
the real rate. However, little credit for these results is
due to the forward-spot spread. While the estimates of
B, are nowhere significantly different from 1, they are
also nowhere significantly different from 0. The for-
ward-spot spread is not making a statistically meaning-
ful contribution to explaining the change in inflation
in these regressions. To the extent that movements in
inflation are predictable with these data, they are
associated with movements in the expected real rate
of interest and not with the shape of the yield curve.
Note in particular the results for the 1971-90
period, which were the most favorable for equation
(5). When the expected real rate is included in the
regression, the coefficient on the forward-spot
spread has a negative sign and a large standard error.
The simple correlation between the spread and the
future change in inflation during this period, as
reported in Table 1, appears to be an artifact of the
omission of the expected real rate, and cannot be
attributed to the expectations theory mechanism.”
According to the expectations hypothesis, any
ability of the yield curve to forecast changes in
inflation must be a byproduct of the ability of the
yield curve to forecast changes in short-term interest
rates. The results in Table 2 suggest an examination
of the extent to which the yield curve performs this
function. Table 3 presents results of the regression:

Aip=Bo+ Bilfe-1—ir-1) + 1 (7)

where the forward unbiasedness condition (1) pre-
dicts a slope coefficient of 1.

The equation performs poorly. The slope coeffi-
cient is significantly less than 1 for the full sample and
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for the subperiods 1949-89 and 1970-89; estimated
values are negative for all periods except 1949-69 and
1920-29. The coefficient is not significantly different
from 0 for any period. Thus, the forward-spot spread
has essentially 7o ability to forecast changes in the
spot rate.® This result is consistent with previous
findings in the term structure literature. (Shiller 1990
includes a summary of empirical work.)

The results in Table 3 do not mean that the
expectations hypothesis is badly misguided as a de-
scription of the yield curve. Rather, they are consis-
tent with a view that changes in the one-year rate
have a negligible forecastable component. The ex-
pected change in the spot rate will be nearly zero
throughout the sample. The strict expectations hy-
pothesis would then require that the forward-spot
spread be a constant (the term premium). If the
expected change in the spot rate is zero, any varia-
tions in the forward-spot spread are necessarily vari-
ations in the term premium. Such deviations from the
expectations hypothesis could be small while being
consistent with the results in Table 3.7

7 This particular result is sensitive to the use of December
observations. When June observations are used for this time
period, the coefficient on the forward-spot spread is 0.85 with a
standard error of 0.42.

& When June data are used, the coefficient on the spread is
positive and not significantly different from 1 for the post-war
samples. The coefficient is not significantly different from 0 for any
of these samples, however, so the conclusion that the spread has
no ability to forecast changes in interest rates is robust to the
changge of dates.

Mankiw and Miron (1986) give this interpretation, and
suggest that the unforecastability of changes in short rates is a
result of Federal Reserve behavior: they find that forward unbi-
asedness regressions have substantially more explanatory power
for interest rates changes prior to the founding of the Fed.

New England Economic Review 9



Table 4
Estimates* of Equation (8)

Am = B + F[(ft—z —ii_g) + BoAr + Uy,

Estimation Period

Variable 1923-90 1950-90 1950-70 1971-90 192249 1932-49 1921-30
constant .036 175 .056 .066 —.181 —114 -.278
(.184) (.245) (.305) (.616) (.168) (.578) (.103)
(f - i)(~=2) .005 —.050 1.396 —171 116 192 905
(.262) (.379) (.957) (.742) (.273) (.663) (.607)
Ar —.905 — 957 —.900 —.987 —.847 —.828 —.916
(.066) (.103) (.064) (.309) (.038) (.058) (.008)
R® 911 .685 865 546 976 966 .994
DW 1.930 1.915 1.888 1.587 2.393 2.352 2.320
s.e. 1.209 1.484 .866 1,998 882 1172 491
p-value® .000 .001 .261 .003 000 .004 .000

*Instruments: See Table A2.

2p-value for the null hypothesis that the coefficients on (f — i) and Ar are 1 and —1, respectively.
Newey-West standard errors in parentheses. See Appendix 3, "Econometric Method," for details of compulations.

For purposes of this study, the point is that
predictability of changes in the spot rate is essential
for the yield curve to predict changes in inflation,
under the expectations hypothesis. The forward-spot
spread will predict changes in inflation only if changes
in short rates are predictable and such changes reflect
changes in expected inflation. If changes in short
rates are not predictable, the yield curve has no role
to play, and expected changes in inflation will be
completely absorbed by expected changes in the real
rate.

This point can be emphasized by examining a
hybrid equation that replaces the expected change in
the real rate with its actual (ex post) value. Table 4
presents estimates of the regression:

Amy=Bo+ Bilfi-2—11-2) + BaAAr, +u,. (8)

Since the ex post real rate is likely to be correlated
with the error term, the equation is estimated using
instrumental variables. Again the coefficients on the
spread and on the change in the real rate should be 1
and —1 under the expectations hypothesis.

The interest of equation (8) is that it can be
derived by substracting the ex post real rate from
both sides of the forward unbiasedness condition
(equation 1). It therefore provides a direct link be-
tween that equation and the inflation forecasting
equation (6). Equation (8) is not a forecasting equa-
tion because it includes the ex post real rate, which is
not known in advance; on the other hand, it can be
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shown to have a smaller error variance under the
expectations hypothesis than (6) and therefore per-
mits more precise statistical inference. (See Appendix
2 for details.)

The results in Table 4 indicate that the expecta-
tions hypothesis is rejected at well below the 1
percent level for all periods except 1950-70. Even
though the smaller error variances give smaller stan-
dard errors, the coefficient on the spread is nowhere
significantly different from 0.1° For this data set, the
yield curve has no ability to forecast changes in inflation
within the expectations theory framework.

IV. Alternative Hypotheses

The analysis to this point has been based entirely
on the expectations theory of the yield curve, with
rational expectations assumed. This section will
briefly consider alternative theories.

As an empirical background for this discussion,
first consider whether the yield curve has any ability
to forecast changes in inflation when the constraints
of the expectations hypothesis are dropped. Table 5
presents results of regressions of the form:

1 When June observations are used, the coefficient on the
forward-spot spread for the 1971-90 period is positive and mar-
ginally significantly different from 0 at the 5 percent level. Other-
wise the results are very similar.
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Table 5
Estimates of Equation (9)

=Bo+ Eﬁ(f—l—. h_1-p+ E?["T: 1—!‘*‘25‘:-—1—i+u:
- Estimation Period N

Variable 1923-90 1950-90 1950-70 1971-90 1922-49 1932-49 1921-30

constant —.532 249 —3.551 3.018 -.210 3.094 —23.012
(.902) (.724) (1.273) (3.263) (3.681) (3.245) (16.799)

(f = i)(=2) 2.013 .756 1.512 674 5.547 —.347 17.854

(1.315) (.881) (1.161) (1.021) (3.434) (5.781) (19.003)

(f = i)(—3) —.803 1.455 5.000 855 -3.933 —.108 =
(.989) (.648) (2.226) (1.162) (2.709) (2.988)

(f =i)(—4) 1.071 = = — — _ _
(.670)

7(—2) -.329 -.313 -.031 —.498 —.458 — 515 —.681
(.083) (.142) (.203) (.287) (.119) (.149) (.260)

m{(—3) —.036 535 659 .596 198 —.001 =
(.124) (.167) (211) (.219) (171) (.180)

m{—4) 296 — — — — — —
(.149)

i(—-2) 413 062 —-.511 135 1.370 1.334 4.602
(.375) (.266) (.289) (.318) (.993) (.760) (3.416)

i(—3) — 426 ~.386 946 -.679 -1.326 ~-2.269 -
(.307) (.262) (.376) (.328) (.996) (1.302)

i(—4) —.004 == = o = - _
(.413)

R? 173 412 444 427 -.012 —.095 .181

DwW 2.609 1.995 1.477 2.584 2,509 2.931 2.932

s.e. 3.676 2.026 1.756 2.245 5.757 6.659 5.727

p-value® 256 011 116 .591 .269 988 347

#p-value for the hypothesis that the coeflicients on the (f —|j terms are jointly zero.
Newey-West standard errors in parentheses. See Appendix 3, "Economeltric Method," for details of computations.

Am=Bo+ 2 Bilfi-1-i—ir-1-1

i=1

" n
+ o yimo1-i+ X bi—1-itu (9)

i=1 i=1

where the lag length n varies with the sample length.

The last row of Table 5 gives p-values for the
hypothesis that the coefficients on the forward-spot
spread are jointly 0. This hypothesis is accepted for
the full period, but is rejected for the postwar sample
1950-90. That rejection appears to arise largely in the
195070 period.!! This result provides some evidence
that the spread has an association with future
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changes in inflation. Because the spread was not
significant in the equations based on the expectations
hypothesis, however, any such association must arise
through some other mechanism.

Time-Varying Term Premia

If the term premium is not constant but rather
reflects a time-varying risk premium, expected
changes in inflation could be associated with changes
in risk and therefore could affect the term premium.

" When June observations are used, the hypothesis that the

coefficients on the spread are jointly 0 is not rejected for any
postwar period.
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This would lead to an association between the for-
ward-spot spread and future changes in inflation that
is not captured by the expectations hypothesis. This
possibility deserves further investigation, which
would require linking expected changes in inflation
with the volatility of interest rates (possibly including
a link between the level and the variance of inflation).
Note, however, that in the Table 5 regressions the
sum of coefficients on the forward-spot spread is
positive, so increases in the spread predict increases

The results presented here
undermine a particularly strong
form of the view that interest
rates respond to inflation
expectations, the view that
interprets a steep yield curve
as a reliable forecast of
accelerating inflation.

in inflation. Since no change in the spot rate is
predicted, this implies a predicted decline in the real
rate (see also Fama 1990). A risk-based model would
therefore have to explain why an increase in the risk
premium embedded in the term structure anticipates
a decline in the real rate of interest.

Dropping Rational Expectations

The discussion in this paper has presumed that
market prices reflect rational expectations of future
inflation and interest rates. Another avenue for ex-
ploration would examine the expectations hypothesis
without assuming rational expectations. If the market
expects a constant real rate, ignoring the forecastabil-
ity found here, the real rate can be ignored in making
the link between the yield curve and inflation. Equa-
tion (5) above takes that approach, but inconsistently
presumes that the market rationally anticipates
changes in the inflation rate while ignoring the evi-
dence that such changes are likely to be offset by
changes in real rates.

An alternative uses direct measurement of expec-
tations. Froot (1989) finds some correspondence be-
tween the forward-spot spread and survey expecta-
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tions of changes in spot rates. Combining those
results with survey measures of inflation expectations
could illuminate the relationship between inflation
expectations and the yield curve without insisting on
a further connection to actual inflation.

The Modigliani-Sutch Equation

Modigliani and Sutch (1966) and a number of
successors model long rates as a distributed lag of
short rates. Shiller (1987) argues that equations of this
type have proved quite robust as a description of the
yield curve. This approach can be interpreted within
the expectations theory as assuming adaptive expec-
tations of the future path of short rates.

This theory leaves little room for the forward-
spot spread to predict inflation. If long rates are a
distributed lag of short rates, so is the forward rate
and so is the forward-spot spread. Therefore, in this
view, the spread is an artifact of the recent history of
spot rates, and any association between the spread
and future inflation would be an indirect result of the
impact of spot rates on economic activity.

V. Conclusion

The findings of this study may be summarized as
follows. First, the expectations theory of the term
structure implies that the forward-spot spread fore-
casts the sum of the expected change in inflation and
the expected change in the real rate of interest.
Second, changes in the real rate of interest are in part
predictable, so that such expected changes should be
taken into account in linking the term structure to
expected changes in inflation. Third, after such ac-
count is taken, the forward-spot spread has essen-
tially no power to explain one-year-ahead changes in
one-year inflation.

The results presented here consider only one
maturity. However, they provide some guidance for
other horizons. Under the expectations hypothesis,
the term structure can forecast inflation only if it
forecasts changes in interest rates. Horizons for
which other work has found little predictability in
interest rate changes are unlikely to give results
different from those in this paper.

The results presented here do not contradict the
view that interest rates respond to inflation expecta-
tions. Rather they undermine a particularly strong
form of that view, which interprets a steep yield
curve as a reliable forecast of accelerating inflation.
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Appendix 1: Data Sources

m: For all sample periods, the inflation rate is defined
as the percentage change from December of year
t — 1 to December of year t of the Consumer Price
Index.

i, fi December observations of one-year and two-year
interest rates were taken from the data sets de-
scribed below. The one-year rate was used as i,;
the forward rate was constructed so that the
two-year rate was the average of the forward rate
and the one-year rate.

1946-90 Data provided by ]J. Huston McCulloch, con-
structed as described in McCulloch (1975) and
summarized in Appendix B of Shiller (1990). Data
are pure discount yields implied by observed
end-of-month data on U.S. Treasury securities,
adjusting for tax effects and using a cubic spline to
fita yield curve. While in principle these yields are
subject to measurement error, for the maturities
examined here the errors are surely trivial.12

192949 Data from Cecchetti (1988). These data also were
constructed by fitting a yield curve to end-of-
month U.S. Treasury data; Cecchetti corrected the
data for distortions caused by an exchange privi-
lege carried by many Treasury bonds during this
period. The Cecchetti data are coupon bond
yields, unlike the theoretically preferable discount
yields provided by McCulloch, but comparison of
the McCulloch pure discount series with coupon
yields suggests the differences are small for these
maturities. For combined data sets, Cecchetti data
are used for the 1929-46 period.

1919-30 Data from Baum and Thies (1992). These data were
constructed using curve-fitting methods, but us-
ing railroad bonds rather than Treasury securities.
Like the Cecchetti data, these are coupon bond
yields. The Baum and Thies data have been mean-
adjusted so that the 1929 observations equal those
from Cecchetti. This amounts to assuming that the
railroad bonds carried a constant risk premium
over Treasuries.

Table A-1 gives means and standard deviations of the
various data series for the sample periods covered by each
data set, including the constructed ex post real rate, for-
ward-spot spread, and differenced inflation, real rate, and
spot rate series.

Appendix 2: Theoretical Structure of Error Terms

The hypothesis of rational expectations has implica-
tions for the error terms of the equations estimated. Certain
econometric points require understanding of these proper-

12 The discount bond yields used are almost indistinguishable
from the constant maturity coupon bond yield series maintained
by the Federal Reserve Board. This conclusion is further reinforced
by comparison of the McCulloch data for recent periods to market
yields for stripped Treasury bonds.

May/June 1994

Table A1
Sample Statistics
Variable ~ 1919-30 1929-49  1946-90
T mean -.038 1.736 4.606
std. dev. 6.087 6.403 4.005
i mean 4.684 1.105 5.433
std. dev. 1.099 975 3.250
f mean 4712 1.825 5.750
std. dev. 926 1.148 3.200
r mean 6.095 —.689 1.102
std. dev. 4,735 7.238 3.274
f—i mean .028 720 S17
std. dev. 199 .387 625
Am mean —-1.904 —-.138 -.273
std. dev. 6.859 6.276 3.139
Ar mean g1 —-.343 227
std.dev. 6.824 6.639 2.946
Ai mean -.188 -.116 139
std dev. 661 1.022 1.439

ties. First, define the expectational errors for the change in
the spot rate and the change in the real rate:

&= ﬁi’} = E; o ](Af] ) (Al)
W= AT} = E| = 2(.&?’;)- (Az)

Under the hypothesis of rational expectations, &, is uncor-
related with any information available at time t — 1 or
earlier, and v, is uncorrelated with any information avail-
able at time t — 2 or earlier (since the expectations are
formed at t — 2). However, v, is likely to be correlated with
information available at + — 1, and in particular with »,_,.
Therefore, it is likely to have to have a first-order moving
average (MA(1)) structure.

Then equations (1), (2), and (3) in the text imply that:

Ampia=—=0+(fi—i)) —E(An s — w2+ gi41 (AJ)

where the error terms are theoretically uncorrelated with
the right-hand-side variables, justifying least squares esti-
mation of the empirical relationship (5). However, v, is
MA(1) and further may be correlated with g, introducing
an additional MA(1) effect to the total error in (A3). This
serial correlation requires use of a correction in calculating
standard errors and test statistics in the results, as de-
scribed in Appendix 3 below.

Equation (A1) immediately gives the error term for the
forward unbiasedness regression (7):

Aipyy=—0+(fi— i)+ &141. (Ad)
Under rational expectations ¢, is serially uncorrelated so no
correction is needed for that equation. Finally, the follow-

ing equation is obtained by subtracting the ex post real rate
from both sides of (A4) :
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Ampsa=—0+(fi— 1) —Arpia+ €41 (A5)

This equation has the same structure as (A3) but omits the
expectational error for the change in the real rate. The
smaller error variance explains the smaller standard errors
obtained when the hybrid equation (8) is estimated instead
of the forecasting equation (6).

Appendix 3: Econometric Method

All coefficient estimates were generated by ordinary
least squares except for those in Table 4, which are instru-
mental variables estimates. Instruments for each time pe-
riod are the independent variables for the real rate regres-
sions in Table A-2. As noted above, theory suggests that
the error terms of all but the forward unbiasedness regres-
sion are serially correlated. Therefore, all standard errors
and hypothesis tests were computed using covariance
matrices robust to heteroskedasticity and first-order serial
correlation as per Newey and West (1987) except for those
in Table 2, which omit the serial correlation adjustment.

The tables report Durbin-Watson statistics for first-
order serial correlation. Again, the expectations hypothesis
predicts MA(1) errors in all equations except those in Table

Table A-2 )
Real Rate Regression
n

Ary= By + 2‘; Bilfimy—i — ) + g; YiT-1-i T 21 Gy + 1y

2; note also that except in Table 2 standard errors incorpo-
rate an (asymptotically) appropriate adjustment. Q-statis-
tics for serial correlation of first and higher order (depend-
ing on sample length) were computed but are not reported
in the tables. P-values for these tests fell below 0.15 only as
follows: Table 1, 1923-90 (0.003); Table 2, 1932-49 (0.005);
Table A-2, 1921-30 (0.109) and 1971-90 (0.027).

P-values for the hypothesis tests in Tables 3, 4, and 5
were computed from Wald test statistics generated by
RATS version 4.01 (in which all computations were per-
formed). The Wald statistics are asymptotically chi-square
with degrees of freedom equal to the number of restric-
tions. In view of the limited number of observations in many
of the regressions here, the reported p-values incorporate a
small sample adjustment: the Wald statistic is divided by the
number of restrictions and the result is compared to an
F-distribution with degrees of freedom equal to the number of
restrictions (numerator) and degrees of freedom of the regres-
sion (denominator). The adjustment slightly increases the
p-values; those closer to 0 are increased proportionately
more. A small number of p-values are changed from being
slightly less than 0.10 to being slightly more than 0.10, but
the adjustment does not affect significance of any hypoth-
esis at the 5 percent or 1 percent level.

Estimation Period

Variable 1923-90 1950-90 1950-70 1971-90 192249 1932-49 1921-30

constant 930 478 3.584 -1.170 .788 —-2.564 25.881
(.885) (.618) (1.464) (4.162) (3.866) (3.313) (17.277)

(f = i)(—2) -3.509 —1.486 007 —-1.784 —-6.910 1.276 —-19.622

(1.522) (1.125) (1.345) (1.135) (3.892) (6.027) (19.505)
(f = i)(—3) 1.547 - 572 —5.906 215 4548 —1.357 —
(1.329) (1.049) (2.499) (1.821) (3.202) (3.075)

(f = i)(—4) -.907 o= — —_ — = —
(.810)

(—2) .383 424 .048 558 494 522 738
(.085) (.121) (.214) (.341) (.133) (.150) (.286)

{—3) 028 —.579 -.701 - 549 -.218 114 —
(.119) (.168) (.203) (.189) (179) (.197)

w(—4) -.270 = = — — — —
(.160)

i(—2) —.868 -.373 481 —.496 =2.101 —-2.238 —5.240
(.450) (.359) (.399) (.405) (1.116) (.814) (3.507)

i(=3) 457 541 —-.828 728 1.839 2.896 —
(.365) (.359) (.455) (.440) (1.161) (1.373)

i(—4) 352 — - — — — —
(.456)

R? .288 464 613 517 254 .351 471

Dw 2.747 2.450 2.065 2.740 2.461 2.920 2,934

s.e. 3.872 2176 1.831 2.580 5.987 6.825 6.079

Newey-West standard errors in parentheses. See Appendix 3, “"Econometric Method," for details of computations.
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Appendix 4: The “Expected” Real Rate

Estimation of equation (6) requires construction of a
measure of the change in the real rate of interest from year
t + 1tot + 2 that is expected in year t. This variable Arg, .,
is constructed as the fitted values of a regression of the ex
post change in the real rate Ar,,, on the variables (f, — i),
m, and i, and lags of these variables. The regression is
performed separately for each sample period. Table A-2
indicates the lags included for each subsample, gives coef-
ficient estimates and Newey-West standard errors, and
provides summary statistics.

Given the importance of the real rate in the empirical
results, some discussion of this procedure is warranted.
Most importantly, note that these results are not intended as a
structural estimate of the expected change in the real rate. This
constructed measure is not asserted to represent the expec-
tations of ““the market” or of any participant(s). Rather, a
proxy is sought for the expected change that has desirable
econometric properties under the hypothesis of rational
expectations.

The advantage of the procedure used here is that the
expectations errors (v in Appendix 2) implied by this
procedure are by construction uncorrelated with the inde-
pendent variables in all regressions estimated, since those
variables are used as explanatory variables in the real rate
regressions. This implies that deviations of the coefficient
estimates from their theoretical values cannot be due to
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competitiveness and economic development in recent years.

Some of these efforts involve the reorientation of existing institu-
tions and programs that provide training, small business assistance, and
recruitment incentives. In addition, states have undertaken a variety of
new initiatives with respect to technology transfer, venture capital, and
the modernization of established firms.

An extensive literature has emerged on state economic develop-
ment efforts. The results, however, have not been of much help to states
in terms of developing competitiveness strategies, for two major rea-
sons. First, the materials are primarily descriptive, highlighting the
actions of various communities, states, and regions. Little evidence is
given on the success or failure of such experiences. Moreover, for many
programs, not enough time has elapsed to evaluate effectiveness, at
least over the long term.

Second, state experiments and initiatives have not been viewed in a
larger analytical framework that would permit generalization and an
understanding of the dynamic processes underlying these changes.
Lacking this larger context, information about the experiences of other
states, no matter how detailed or successful, is of limited value to states
operating under different industrial and technological conditions.

This article adopts production life-cycle models as a framework in
which to analyze systematically the interrelationships between indus-
trial and technological change, human resource needs, and state eco-
nomic development policies. This framework—in which products, pro-
duction processes, and technologies are seen as dynamic phenomena
whose locational, skill, and training requirements change as they
evolve—provides a conceptual model useful for evaluating and design-
ing state economic development policies.

The life-cycle framework suggests that states that incorporate the
dynamics of industrial and technological change into their competitive-

States have become increasingly active in promoting industrial



ness strategies will reap employment and productiv-
ity benefits that technology can provide. In contrast,
states that fail to address these issues increase their
vulnerability to the negative impacts of technological
change, including widespread unemployment and
job loss.

I. Trends in State Economic
Development Efforts

State economic development efforts revolve
around three major strategies: the recruitment of
firms to the state, the development of high-tech
start-up firms, and the revitalization of established
businesses. All state economic development strate-
gies attempt to boost the local economy. States hope
such steps will result in net increases in the private

State economic development efforts
revolve around the recruitment of
firms to the state, the
development of high-tech start-up
firms, and the revitalization of
established businesses.

employment base (direct and indirect), in state and
local tax revenues, and in long-term economic
growth. The number of jobs created or maintained is
not the only factor to consider. The quality and level
of income associated with the jobs and the potential
for spin-offs and other positive externalities play key
roles in the long-term results.

Recruitment of Firms

In the 1960s and 1970s, state economic develop-
ment efforts focused on the recruitment of employers
and jobs, either luring existing plants to relocate or
attracting new plants. Seeking to differentiate them-
selves, states offered tax and financial incentives to
encourage firms to relocate within their borders. A
relatively low-wage work force and a good labor
climate—which generally meant accommodating la-
bor or no unions—were often highlighted in recruit-
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ment packages, particularly those offered by south-
ern states.

Historically, North Carolina has been noted for
its ability to attract manufacturing plants—a majority
of the Fortune 500 companies have at least one plant
located in this southern, right-to-work state. More
recently, Tennessee, Kentucky, South Carolina, and
Alabama have been successful industrial recruiters. A
Nissan plant located in Tennessee in 1980, and in
1985 the state won its bid for the General Motors
Saturn plant. Kentucky attracted a Toyota plant in
1985 and was first runner-up in the Saturn contest.
South Carolina was successful in recruiting a BMW
plant in 1992, and Alabama was the site selected in
1993 by Mercedes-Benz for its first North American
plant.

More generally, states throughout the country
sought to recruit high-tech industries during the late
1970s and early 1980s. These efforts included various
tax and financial concessions and promises of work
forces trained to accommodate the needs of individ-
ual employers.

Recruitment efforts continue to be an active com-
ponent of many states’ economic development plans.
The competition for the Saturn plant, for example,
included 38 states and 1,000 local communities. Fur-
ther, state recruitment packages have become more
complex as well as more expensive. In its winning
proposal for the Saturn plant, Tennessee provided a
significant property tax abatement and infrastructure
improvements and promised to spend an extra $45
million on higher education, in order to offer a range
of technical courses (such as robotics and automation)
for upgrading General Motors employees. Michigan’s
recruitment of a Mazda plant in 1986 included $19
million to train new workers, and Illinois offered $64
million in 1988 in hiring and training assistance in its
successful bid for a Mitsubishi/Chrysler plant (U.S.
Congress, Office of Technology Assessment 1990b).

In the 1990s, the stakes escalated. South Carolina
offered a $130 million incentive package in its success-
ful bid in 1992 to lure a 2,000-job BMW assembly
plant. South Carolina reportedly offered Mercedes
Benz a similar package to that offered BMW but lost
out to Alabama, which promised a record-setting
incentives package worth over $300 million. In addi-
tion to the price, another unusual feature of the
package was Alabama’s agreement to pay the salaries
of the 1,500 workers (at an estimated $45 million)
while they were being trained during the first year or
so on the job (Applebome 1993; Browning and Coo-
per 1993).
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In recent years, recruitment efforts in many
states have focused on attracting new plants of firms
that are expanding, rather than trying to induce
employers to relocate existing facilities. The trend has
also been toward greater emphasis on international
investors, as states hope to lure plants of Japanese
and other foreign companies.

High-Tech Job Creation

In the 1970s and early 1980s, many states began
supplementing industrial recruiting strategies with
efforts to create jobs at home. The impetus behind
this trend came partly from some states’ disappoint-
ment with their lack of success in recruiting jobs from
outside. It was also in response to growing evidence
nationally that the key to employment growth and
good jobs lay in “growing your own” (Grubb and
Stern 1988).

The experiences of California’s Silicon Valley and
Massachusetts’ Route 128 provided tempting exam-
ples of the high-tech job creation approach. Seeking
to replicate the success of these areas, many states
adopted a range of high-tech development initiatives
that focused on research, development, and technol-
ogy transfer.

Efforts to stimulate technological innovation
have taken a variety of forms, including research
centers, industry—university partnerships, matching
grants, and research parks. Research centers, often
operated in conjunction with universities, conduct
applied research and allow firms to pool their re-
sources for facilities and equipment. Research parks,
which encompass concentrations of R&D firms, are
designed to generate the exchange of new ideas and
hasten their transfer to the market. By the mid 1980s,
approximately 150 research parks were in operation
in the United States, almost double the number a
decade earlier (Eisinger 1988).

Programs to support high-tech start-up firms
have also grown in recent years. All states now
operate programs to assist small businesses and most
have programs designed to stimulate new firm for-
mation. Traditionally, small business assistance pro-
grams offered technical and managerial help; states
are expanding these efforts to include more entrepre-
neurial and financial assistance. A few states have
created small business “incubators,” which provide
shared services such as legal assistance, conference
rooms, accounting services, and research facilities at
relatively low rents to start-up firms.

Increasingly, state initiatives to create and de-
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velop new firms have influenced private investment
practices and filled gaps in capital markets. By the
mid 1980s, most states had funded venture capital
programs to finance new and emerging businesses.
These programs, some of which require matching
funds from the firms, are generally quite small. They
often seek to expand or change existing lending
practices in the private sector. They may support
firms that might not have approached traditional
sources of seed money, or encourage private invest-
ments in potentially productive projects traditionally
bypassed because they were considered too risky.
These entrepreneurial venture capital programs
have brought states into relatively unfamiliar territory
for public sector institutions. Traditionally, state in-
dustrial development loan programs worked with
existing firms that backed their loans with collateral.
In contrast, the new loan programs often focus on
start-up operations and new product development,
for which collateral is often not required (Eisinger 1988).

Revitalization of Established Businesses

Recent years have also witnessed a shift in em-
phasis in state economic development programs to-
ward assistance to established businesses (Ganzglass
and Heidkamp 1987; Osborne 1987; Rose and Kotlow-
itz 1991). Efforts to help established firms in the
United States historically have focused on the pre-
vention of job loss or on the reemployment of work-
ers displaced from their firms. Measures to retain jobs
in mature or declining industries, for example, have
often included import quotas, domestic content rules,
restrictions on outsourcing, and protection against
unfair competition.

At the state level, cost-reduction incentives (for
example, reductions in unemployment insurance,
workers’ compensation, or taxes and direct subsidies)
have been used in attempts to offset cost disadvan-
tages in an area and to keep employers in the state.
States have also taken an active role in seeking to
offset the adverse consequences of structural change.
Many states have developed worker assistance cen-
ters or emergency teams to assist with plant closings
and provide job search assistance, supplemental un-
employment benefits, and assistance in moving.

Some states have created programs to assist
existing firms before a shutdown becomes imminent.
Michigan’s Jobs Opportunity Bank, Delaware’s Blue
Collar Jobs Act, and the New Jersey Jobs Training
Program specifically target resources to retrain cur-
rent workers and possibly forestall plant closings.
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Skills corporations, in which business and academic
institutions work together and share training and
retraining costs, emerged in the 1980s to assist estab-
lished firms that were growing rapidly and facing
skill shortages.

Increasingly, states have begun to take broader
measures, which include programs for moderniza-
tion and the development of new, foreign markets, in
order to bolster the competitiveness of existing firms.
Michigan’s Modernization Services Program and
Massachusetts’ Center for Applied Technology, for
example, seek to revitalize the states’ traditional
manufacturing sectors, such as auto parts, apparel,
and cutting tools. These programs assist firms in the
integration of new technologies by identifying both
technological and training needs and by providing
support and technical assistance.

In a multistate effort, the Southern Technology
Council Consortium for Manufacturing Competitive-
ness was established in 1988 to utilize the states’
vocational schools and community colleges to assist
small and medium-sized enterprises with new tech-
nologies. Some states have begun experimenting
with programs to stimulate exports by helping small
and medium-sized enterprises market their products
overseas.

Some state-financed training programs have
shifted their efforts toward retraining the potentially
unemployed and upgrading the skills of current
workers. California’s Employment Training Panel,
the nation’s largest state-financed training program,
funded at approximately $55 million a year, was
originally designed to assist firms moving into the state.
It now focuses on helping existing businesses retool
and reorganize in order to enhance productivity.

A few states have begun linking their training
funds for established firms to capital investments.
Indiana’s Basic Industrial Training Program, for ex-
ample, requires firms in mature industries (such as
transportation, steel, and heavy machinery) that are
expanding or modernizing to invest in capital equip-
ment in order to be eligible for retraining assistance.
The state covers between 10 percent and 50 percent of
training costs, depending on the level of investment.
[llinois” Industrial Training Program, which added a
mature industry component to complement the tra-
ditional support of new and expanding companies,
also makes training contingent on capital investment
by the firms.

While the revitalization of established businesses
has taken on increasing importance, the shift in this
direction is still quite limited. Most states continue to
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focus their technology program funds on university
R&D and on assisting start-up firms, rather than on
the integration of new technologies into established
firms. For instance, only about 10 percent of the $550
million spent on various kinds of technology pro-
grams in 1988 was spent on technology transfer and
on technical and managerial assistance. As of 1990,
only 10 states operated programs whose primary
function was to assist manufacturers in technological
adoptions. A mid 1980s survey by the Office of
Technology Assessment (1990a) showed that only 2
percent of small and medium-sized enterprises had
received industrial extension services from the state.

The recent Department of Defense “build-down”’
and growing defense conversion efforts will bring
greater attention and funding to industrial modern-
ization activities. The federal Advanced Research
Projects Agency will be providing hundreds of mil-
lions of dollars nationwide for R&D and dual use
(defense and commercial) technologies. In October
1993, for example, Massachusetts received $10.6 mil-
lion in the Clinton Administration’s first round of
defense conversion grants. These funds will be used
to create a statewide Manufacturing Modernization
Partnership Program to help small and medium-sized
firms diversify into commercial markets.

II. Technology Life Cycles,
Competitiveness, and Economic
Development!

Life-cycle models emphasize the evolutionary
character of production and employment needs. The
“industry life cycle” concept dates back to the 1930s,
when industries were found to undergo a sequence
of stages—experimentation, rapid growth, dimin-
ished growth, and stability or decline—as they devel-
oped. Separate “life cycles” have subsequently been
delineated for products, for production processes,
and for technologies.

Technology and Skill-Training Life Cycles

The technology life cycle, in particular, is a
valuable tool in understanding the impact of indus-
trial change on jobs and employment (Ford and Ryan
1981; Shanklin and Ryans 1984). Technologies—such
as a numerical control technology, a microelectronics

! This section draws heavily upon Flynn (1991, 1993).
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Table 1

Skill Training Life Cycle

[ [ S %
Introduction: Growth: Maturity: Decline:
New and Increased Demand Slower Growth in Skill
Emerging Skills for Skills Demand for Skills Obsolescence
Nature of Tasks Complex Increasingly routinized Increasingly routinized Narrowly defined
Type of Job Firm-specific Increasingly general General: transferable General: transferable
Skills
Effects on Job Job enlargement: new Emergence of new Relatively rigid job Elimination of
Structure positions created when occupations hierarchy; occupations occupations
significant change in associated with formal
skill needs occurs education and related
work experience
requirements
Skill Training Employer or equipment Market-sensitive Schools and colleges, Declining number of
Provider manufacturer schools and colleges more generally schools and colleges;

some skills provided
by employer

Source: Adapted from Patricia M. Flynn, Technology Life Cycles and Human Resources, Lanham, MD: University Press c:'ﬁ ;\rnerica‘ 1993, p. 19.

technology, or a data-processing technology—exhibit
patterns of development in which they are intro-
duced slowly at first, become more widely adopted as
intensive research and development efforts lead to
improved performance, and are then replaced by a
new, superior technology.

A clear understanding of the technology cycle
can provide signals of impending changes in prod-
ucts and production processes. Rapid product inno-
vation accompanies the earliest phases of a technol-
ogy's development, whereas process innovation
peaks later in the technology’s cycle as product
design stabilizes. As a technology matures, uncer-
tainty about its capabilities and limitations declines,
and products and processes can become more stan-
dardized. Innovations in the later stages of develop-
ment of a technology, if they occur at all, are primar-
ily minor improvements in equipment rather than
major, fundamental changes in either product or
production processes.

Just as the production processes change over the
life cycle of a product, so do the skill and training
needs of industry over the life cycle of a technology
(Table 1). The early stages of a technology, which are
characterized by a high degree of product innovation,
are relatively skill- and labor-intensive; professionals
such as engineers and scientists perform most of the
tasks later assumed by production and marketing
managers, technicians, and skilled craftsworkers.
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The firm-specific nature of skills required by the new
technologies also means that employers must provide
their own training or rely on equipment vendors to
do so.

As a technology becomes more widely adopted
and equipment standardized, skills that were once
firm-specific become general skills transferable
among employers. Increased demand and standard-
ization of skills permit their “production” on a larger
scale and at locations away from the R&D sites. As a
result, skill development tends to shift from the
workplace to the formal education system as technol-
ogies mature. Computer programming, keypunch-
ing, and word processing are classic examples of this
transfer.

As technologies become obsolete, training fo-
cuses on replacement needs and on the retraining of
workers for other areas. A limited market for these
skills and declining student enrollments result in the
termination of school-based training programs in
these fields. The responsibility for training to fill
relatively short-term, skilled replacement needs,
thus, shifts back to firms.

The Geographic Location of Jobs

In addition to altering production processes and
skill needs, technology and production life cycles
affect the geographic location of jobs. Patterns of
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regional specialization occur, as employers seek to
locate different production activities in areas best
suited to their needs. Furthermore, changes in the
labor and skill requirements over a product’s life can
trigger geographic shifts in employment over time.

The “‘regional life cycle model” suggests that the
attractiveness of regional and local economies varies
with the skill needs of products at different stages of
development (Rees and Stafford 1984). Early stages of
product innovation and development occur in areas
in which highly skilled professional and technical
workers are available to conduct R&D. Standardiza-
tion and increasing output of the product trigger
reduced skill requirements, inducing production
shifts to geographic areas characterized by lower
labor costs.

The “regional life cycle model”
suggests that the attractiveness of
regional and local economies
varies with the skill needs
of products at different
stages of development.

Similarly, on a global level, the “international
product cycle model” posits that firms initially locate
close to the source of demand for their newly devel-
oped products so they can rapidly communicate
market information into product changes (Wells 1972;
Vernon 1979). As foreign markets emerge for the
product, they generate exports for the producing
country. At some point, depending on the nature of
the products and the characteristics of foreign de-
mand, the expanded foreign market attracts its own
production base. When production costs abroad are
low enough to compensate for transportation and
other costs, such as tariffs, the country that originally
produced the product becomes a net importer of the
good. At the final stages of product development,
production activities may shift from the sites of product
demand to lower-cost areas in other countries.

Industries usually rely on a range of technolo-
gies, have products in several phases of develop-
ment, and are characterized by diverse skill needs
and employment patterns. The electronics industry,
for example, produces both highly sophisticated
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products that incorporate technologies on the cutting
edge and more mature consumer electronics goods,
such as radios and televisions. Firms manufacturing
the newer goods tend to concentrate their production
operations near R&D. More mature products are
produced in lower-cost areas. Similarly, while an
increasing share of the world supply of semiconduc-
tors is produced outside the United States in coun-
tries with relatively abundant supplies of low-cost
labor, the design and development work is still
highly concentrated in Silicon Valley.

The computer industry shows similar patterns of
regional specialization and employment trends (Hek-
man 1980). R&D, design, and production of state-of-
the-art equipment continue to be geographically con-
centrated in Massachusetts and California, along
with company headquarters. In contrast, the large-
scale production of relatively standardized computer
components and routinized assembly activities have
dispersed away from R&D centers, taking place in
large branch plants in states with relatively low labor
costs (such as Tennessee, South Dakota, and North
and South Carolina) or in low-wage countries (such
as Mexico, Hong Kong, and Taiwan).

III. State Strategies and Life Cycles

When viewed in the life-cycle framework, the
evidence on recruitment, high-tech job creation, and
business revitalization strategies sheds new light on
the role of states in fostering economic development.

Recruitment Strategies

Relocation incentives will have different effects
on different types of production activities. In the early
stages of product development, firms compete
mainly via innovation and through product differen-
tiation. In contrast, for firms that produce relatively
standardized products, competition is mainly a func-
tion of cost. Incentives such as low wages and tax
abatements will, therefore, be a greater inducement
to plants operating at the later stages of production
cycles than to firms involved primarily with R&D and
entrepreneurial activities. Similarly, short-term cus-
tomized training programs are likely to appeal to
employers engaged in large-scale, mass production
processes, but be of little value to firms characterized
by complex, nonstandardized activities, which re-
quire relatively high-skilled and broadly trained
workers.
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The life-cycle framework accentuates the need to
look beyond industry aggregates in fashioning re-
cruitment strategies for economic development. Most
industries and many, especially larger, firms encom-
pass products, processes, and technologies at various
stages of maturity. Industrywide data, therefore,
combine production activities requiring different cap-
ital and labor requirements, and with diverse location
needs.

In the life-cycle perspective, the concept of a high
technology industry is a misnomer. “High tech” is a
dynamic and relative concept that describes the ear-
liest phase of development. “High-tech employ-
ment” should refer only to those jobs involved with
R&D, innovation, or nonstandardized production
activities—jobs that exist across a wide range of
industries, including those that are relatively mature.
“Low-tech” or routinized production activities (at the
other end of the development cycle) also are found
across a variety of industries, including computers
and electronics.

In attempts to recruit “high-tech” employers
during the late 1970s and early 1980s, many states
used incentives including tax abatements and short-
term customized training programs to pursue a list
of “high-tech” industries. While the industries were
selected on the basis of their relatively high propor-
tions of R&D expenditures and of professional and
technical workers, the bulk of the employment in
these industries was in blue-collar and clerical jobs.
Many states succeeded in recruiting only the rela-
tively low-skilled, standardized manufacturing jobs
(for example, the assembly of printed circuit boards)
in these industries.

Earlier recruitment activities yielded similar re-
sults, with jobs relocating from other states primarily
in manufacturing branch plants (Malecki 1983). These
jobs are more apt to involve relatively standardized
production activities and be more vulnerable to fur-
ther dispersion to lower-cost locations than are jobs
in firms indigenous to a geographic area. Many of the
northern firms that relocated to southern states to
take advantage of a low-wage work force and com-
pany-specific training, for instance, subsequently re-
located to still lower wage areas (Southern Growth
Policies Board 1988; Rosenfeld 1992).

The bulk of recruitment incentives used by states
are still those (for example, tax and financial abate-
ments, customized training) that appeal primarily to
plants with relatively low-skilled and low-wage posi-
tions. The attractiveness of the Carolinas to German
firms locating plants there in recent years, for in-
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stance, has been attributed to trained and malleable
labor, low wages, and cheap land. With respect to
workers, in particular, the Germans are said to have
found “a work force willing to tolerate management
practices that Americans often find idiosyncratic, if
not obnoxious. . . . Such adaptability has more than
made up for the skill levels of many of the workers”
(McCarthy 1993). In 1993 Mercedes-Benz sought a
U.S. location in order to move closer to the vast
American market and avoid a 25 percent tariff on
imported trucks. The Alabama site selected offered
relatively low labor costs and a tax and incentive
package that will result in Mercedes paying the
equivalent of $100 for the site (Applebome 1993).

Few businesses move their
operations between states, and
very little employment growth
is attributable to the migration

of jobs into a state.

While many states continue to actively recruit
employers, a relatively small number of states can be
expected to launch effective recruitment strategies
that contribute significantly to the number of “good”
jobs and to long-term economic development. Few
businesses move their operations between states, and
very little employment growth is attributable to the
migration of jobs into a state.

Moreover, recruitment strategies, even those ini-
tially appearing quite successful in terms of numbers
of new jobs, can actually undermine long-term eco-
nomic growth. For instance, if tax and other financial
incentives have a negative impact on the quality of
life by restricting education and services in the area,
relocation incentives could deter the entry of employ-
ers whose work force contains relatively high propor-
tions of professional and technical workers. In addi-
tion, the recruitment of new industries and firms can
backfire if, in the process, incentive packages to new
firms impair the competitiveness of established em-
ployers or prompt their “premature” departure from
the area. Expensive recruitment packages, for in-
stance, can drain resources from more traditional
sources of employment, which comprise the bulk of
all jobs in local economies. Existing companies may
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also suffer if the state subsidizes the entry of firms
that are their direct competitors.

The external control inherent in branch plant
economies, whereby major corporate decisions are
made elsewhere, suggests that local employment and
other community concerns may not be a top priority
in discussions of firm location and restructuring.
Further, given their mix of production activities and
occupations, branch plants are less likely than indig-
enous new firms to act as a “seed bed” or “growth
pole” in stimulating spin-offs and new employment
opportunities in an area.

Recent anecdotal evidence does indicate, how-
ever, that several foreign auto assembly plants (for
example, Toyota in Kentucky, Honda in Ohio, Nis-
san in Tennessee) have attracted supplier branch
plants to the area. Moreover, if state recruitment
strategies provide longer and more complex educa-
tion and training programs than in the past, states
may be able to attract better-quality jobs. More highly
skilled and more broadly trained work forces are
incentives that appeal to firms in innovative, non-
standardized activities in earlier stages of develop-
ment. Michigan, for example, one of the top three
contenders for a Saturn plant in 1985, offered a
recruitment package that encouraged development of
“world-class” manufacturing and engineering talent.
While it lost its bid for the manufacturing plant, it
won the company headquarters and R&D facilities,
and the relatively high-skilled jobs that accompany
these functions (Fosler 1988).

High-Tech Job Creation Strategies

The life-cycle framework helps to clarify the role
of new and emerging businesses in economic devel-
opment. The creation and development of new en-
trepreneurial firms require strategies that focus on
the characteristics and needs of products and tech-
nologies during their early stages.

In the high-tech success stories of the Silicon
Valley and Route 128, growth was driven by local
start-ups and spin-offs from companies already in the
area. The technical infrastructure of both areas en-
compasses applied research and product develop-
ment at universities, informal local communication
networks, a scientific and technical labor force, and
proximity to complementary and competitive firms
and to distributors and markets. These examples
accentuate the importance of innovation, research,
product design, and non-routine production activi-
ties. Venture capital can provide the means to create
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and develop these new and emerging firms. Research
on the location of technology-based entrepreneurial
firms confirms these life-cycle hypotheses with re-
gard to the importance of R&D, venture capital, and
skilled labor in high-tech development strategies
(Malecki 1990, 1991).

“High-tech” job creation strategies are not likely
to be very effective for many states (Browne 1983;
Gittell and Flynn 1994). Historically, small technolo-
gy-based firms, and high-tech employment more
generally, have accounted for a relatively small pro-
portion of all employment. High-tech employment
in the United States is geographically concentrated,
with most found in New England, California, and
Texas. R&D activities, in particular, remain geographi-
cally concentrated in a few areas of the country.

States with significant university
R&D, venture capital, and highly
skilled labor have the most
potential for implementing a
successful competitive strategy
based on entrepreneurial
new firms.

States with significant university R&D, venture
capital, and highly skilled labor have the most poten-
tial for implementing a successful competitive strat-
egy based on entrepreneurial new firms. In addition,
an established base of high-tech employment pro-
vides an area with a competitive edge in the creation
of new entrepreneurial firms. An existing agglomer-
ation of firms in similar or related sectors is a princi-
pal determinant of both birth rates and the distribu-
tion of small technology-based firms. Concentration
of these resources in one area enhances the firms’
productivity by creating external economies of scale
in production and marketing. A self-sustaining “crit-
ical mass” of employers can develop, as the concen-
tration of entrepreneurial firms attracts additional
firms and venture capital, strengthens the technolog-
ical infrastructure, attracts and retains skilled profes-
sionals, further promotes informal communication
networks, and encourages innovative activities (U.S.
Congress, Office of Technology Assessment 1984;
Malecki 1990, 1991).
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The flow of venture capital further highlights the
advantages of an established high-tech base and the
presence of research universities in the formation of
new firms. The availability of venture capital varies
widely by state and region, with funds flowing from
U.S. financial centers like New York and Chicago to
centers of innovation and technology. California,
Massachusetts, and Texas regularly attract venture
capital, with California alone often accounting for
one-third to one-half of all U.S. venture capital. In
contrast, many states have virtually no venture cap-
ital funds.

While an established high-tech employment base
gives an area a decided advantage in new firm
formation, relatively little is known about the initial
generation of local start-ups. The initial “confluence
of technological opportunity,” or the appearance of
the first entrepreneurs, appears to be due to the
availability of start-up financing and the existence of
informal (noninstitutional) personal and local con-
tacts supportive of new, unproven entrepreneurs
(U.S. Congress, Office of Technology Assessment
1984). Small firms, that is, those with fewer than 100
employees, are the major source of entrepreneurs,
although a significant number of founders do origi-
nate from large firms.

It is important to differentiate among small firms
in fashioning a high-tech development strategy. Most
small businesses create no jobs after the first few
years and many, particularly in the service sector,
generate lots of relatively low-paying, dead-end jobs
conducive neither to innovation nor to entrepreneur-
ship. Relatively few small firms have the potential for
growth and expansion and act as “seed beds” for
future jobs. Such firms are dominated by innovative,
nonstandardized activities.

A high-tech job development strategy will be
extremely difficult, if not impossible, for relatively
small areas that lack universities, existing technology-
based companies, and skilled labor. Areas dominated
by relatively mature industrial bases and technologies
are also unlikely to be able to implement an effective
economic development strategy around technology-
based entrepreneurial firms.

Empirical evidence confirms that most research
parks fail (Eisinger 1988). Some are unable to attract
tenants; others fail to generate spin-offs; almost all fail
to stimulate technology transfer. With respect to
venture capital, most state programs are quite small
and probably will not prove effective in establishing
the “critical mass” of high-tech firms needed to
generate a self-sustained growth environment.
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Business Revitalization Strategies

The life-cycle framework also sheds new light on
strategies to revitalize traditional and established
firms, whose activities are primarily beyond the ini-
tial stages of development. Some established firms
involve “‘mature” production activities. Representing
the extreme opposite of high-tech activities, mature
activities are those in which technologies and prod-
ucts are relatively standardized, mass production
predominates, skill requirements are relatively low,
and little or no innovation is taking place. Competi-
tion is primarily a function of cost.

The potential across states
for programs to enhance
productivity and compelitiveness
through revitalization
of established businesses
is extensive.

Considerable diversity exists among traditional
industries in terms of their organizational structures,
occupations, wage rates, and skill requirements.
Within industries and even firms, mature segments
often coexist with high-tech segments, as well as with
activities that involve products and technologies
along the mid-range of the development spectrum.
Effective revitalization strategies for these industries
will take a variety of forms, including integration of
new technologies, better utilization of mature tech-
nologies, development of specialized product niches,
and reorganization of the workplace.

In contrast to the recruitment and high-tech job
creation strategies, the potential across states for
programs to enhance productivity and competitive-
ness through revitalization of established businesses
is extensive. There are two main reasons for this.
First, the dynamics of technological and industrial
change accentuate the ongoing need for upgrading of
human resources and facilities to maintain competi-
tiveness. Second, states have only just begun to tap
the opportunities available to them regarding busi-
ness modernization strategies.

The introduction of new technologies across a
variety of established industries can benefit states by
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fostering product and process innovations that lead
to new and improved products and new markets.
States need not have high-tech firms located within
their boundaries in order to benefit from such a
strategy. While still a strong competitor in terms of
R&D and innovation, the United States continues to
fare poorly with respect to the transmission of “best
practice’” technologies throughout the industrial
structure. U.S. rates of adoption of robotics, comput-
erized numerical control devices, and other advanced
technologies continue to fall behind those of our
industrial competitors. Moreover, even when adop-
tion rates are similar, U.S. firms have been found to
be less efficient in their implementation (Osterman
1988; Dertouzos, Lester, and Solow 1989; U.S. Con-
gress, Office of Technology Assessment 1990a, 1990b).

The failure of firms to remain

technologically competitive
contributes more to worker
displacement and job loss
than does the adoption
of new technologies.

Some observers express concern that adoption of
new technology causes permanent job loss. In fact,
however, the failure of firms to remain technologi-
cally competitive contributes more to worker dis-
placement and job loss than does the adoption of new
technologies (U.S. Government Accounting Office
1986; Cyert and Mowery 1987; OECD 1988). Adop-
tion of technologies in their relatively early phases of
development has primarily positive impacts such as
upgrading and job enlargement. In contrast, the
preponderance of negative impacts such as mass
layoffs, unemployment, and job downgrading relate
to adoptions of relatively mature technologies or to
the failure of firms to adapt at all.

An alternative to the technology-based approach
for enhancing the competitiveness of established
firms involves a shift toward customization and mar-
ket niches. Flexible manufacturing systems that make
shorter production runs economical and encourage
product differentiation have promoted a trend to-
ward greater use of small-batch production of rela-
tively specialized products. More flexible production
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processes and highly skilled labor also facilitate adop-
tion of more advanced technologies (Doeringer,
Terkla, and Topakian 1987).

Organizational and managerial changes are often
necessary to fully exploit the potential productivity
gains of new technologies and corporate restructur-
ing. U.S. managers have been criticized, however, for
several shortcomings in this area: (1) failure to eval-
uate effectively both the short-term and the long-
term costs and benefits of technological adoptions;
(2) inadequate development of human resources to
meet changing needs; (3) insufficient development of
organizational structures that can fully exploit the
productivity gains associated with new technologies;
and (4) failure to establish fruitful cooperative rela-
tionships with workers (Hayes and Abernathy 1980;
Cyert and Mowery 1987; Drucker 1988; Hayes and
Jaikumar 1988).

Small firms, in particular, have difficulties with
technological adoptions because of costs, skill and
retraining requirements, and the need to keep up-to-
date. State industrial extension and training efforts,
however, reach relatively few small firms. State offi-
cials indicate that it is hard to find small companies,
assess their needs, and spend enough time with them
to make a difference.

The fact that industrial extension programs are
rarely integrated with state training efforts highlights
other missed opportunities. Neither technology nor
training in isolation from systemwide support will
effectively increase productivity and jobs. The recent
trend, albeit small, to link training with capital invest-
ments is a good step in promoting industrial compet-
itiveness.

The shift in some state-financed training pro-
grams away from recruitment and toward the more
efficient use of existing state resources and firms also
has the potential to enhance competitiveness and
long-term economic growth. However, while mod-
ernization efforts generally require flexible and more
broadly trained workers, most state-financed training
programs continue to provide relatively short-term
training for individual firms (Creticos and Sheets
1990). In-plant training provided by state-financed
training programs has not been assessed on a sus-
tained basis; skills corporations, too, have had few
evaluations. Furthermore, the firms accepting public
funds might have provided the training anyway.
Matching requirements help to limit the degree of
substitution taking place; questions remain, how-
ever, about the transferability of the skills being
provided.
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IV. Development of State Strategies

The life-cycle perspective on competitive strate-
gies is useful to states for several reasons. First, states
can use it to assess where their economies are in
terms of emerging, evolving, and maturing employ-
ment opportunities, and thus what economic devel-
opment needs might be. Second, states can use it to
guide their determination of where they might want
to be, the feasibility of their aspirations, and the
economic development issues that must be addressed
to move in that direction. Third, states can use it to
determine the relevance of the experiences of other
states to their own competitiveness strategies.

Tailoring Competitiveness Strategies
to Individual States

Most states will select a mix of strategies (recruit-
ment, job creation, retention) to promote competi-
tiveness and long-term economic development. A
state’s economic development goals should reflect its
competitive strengths and opportunities. In addition,
the selection and design of strategies and particular
programs should be linked to the state’s employment
base and resource mix.

States will differ with respect to composition of
employers, characteristics of the work force, institu-
tional capabilities, and other resources. Goals and
strategies, therefore, are expected to vary from state
to state. In tailoring their strategies, states should
assess their existing employment base, the charac-
teristics and potential of state resources, and the
strengths on which they can build competitive advan-
tage.

Initially, states should analyze the nature and
mix of their employers and jobs. This analysis re-
quires looking beyond industry aggregates and iden-
tifying the types of production activities (for example,
R&D, standardized assembly), types of employers,
occupational requirements, and skill needs. Business
revitalization strategies, in particular, further accen-
tuate the importance of understanding the existing
employment base. While each state is likely to iden-
tify additional questions relevant to its particular
circumstances, the first box provides guidelines for
conducting this employment assessment.

States should then develop an inventory of labor
and other resources available (educational and train-
ing institutions, R&D facilities, venture capital) that
can influence competitiveness efforts. Does the state
have the types of resources necessary to effectively
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State Employment Assessment

e How does the state’s industrial structure com-
pare with the national economy? How has
this been changing over time?

e How does the state’s occupational mix in its
major industries compare with the national
averages in those industries?

e Describe the extent of various kinds of pro-
duction activities located in the state (the mix
of branch plants, headquarters, and R&D fa-
cilities). Is there a trend in recent years?

e Make a grid classifying the state’s major in-
dustries and employers by development stage
(emerging, growing, stabilizing, declining).

e What is the birth rate of new firms in the
state? How does this compare with the na-
tional average?

e What are the characteristics (industries, firms,
products, technologies) of the state’s high-
tech employment?

e What are the characteristics (industries, firms,
products, technologies) of the state’s major
traditional employers?

e What is the extent of entrepreneurial small
firms within the state? Identify potential high-
growth areas.

e What industries have been the primary
sources of plant closings, layoffs, and unem-
ployment in the state in recent years? What
were the reasons for these events?

e What are the needs (skills, technological, fi-
nancial) of the state’s traditional employers?

implement a high-technology job creation strategy or
to recruit good jobs? The characteristics (age distribu-
tion, education levels, occupations, wages) of the
state’s labor force should be compared with national
averages to identify state strengths or potential prob-
lems. A state with a relatively old work force, for
instance, will face more replacement needs than
others. A state with relatively high proportions of
engineering and technical talent can have an advan-
tage over others in high-tech development possibili-
ties. A state with relatively low production wages can
attract manufacturing plant production jobs. The
overall structure of a state’s education and training
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State Resource Inventory

e How does the state’s work force compare with
national statistics regarding demographic and
educational factors? What are the implications
in terms of education and training needs?

e What are the major R&D institutions in the
state?

e What are the extent and sources of venture
capital available to new firms?

e Describe the ““business culture,” labor cli-
mate, and status of labor relations in the state.
Give examples.

e What major skill shortages and surpluses
have occurred in recent years? How were
these imbalances resolved?

e Describe the evolution and current status of
the state’s education and training network.
What are the strengths and weaknesses of the
various institutional components of this net-
work?

e Which firms have used state-financed training
programs? Describe the extent and types of
skills provided.

e What relationships/partnerships exist be-
tween education and training institutions and
employers (for example, co-op programs, ap-
prenticeships, advisory boards)? Have these
met expectations?

network should be identified. Further, the roles and
track records of the institutional components of the
education and training network should be assessed in
terms of skill generation and responsiveness to
changing labor market needs, in order to understand
the capabilities of the system. The second box pro-
vides guidelines for the development and assessment
of the state’s resource inventory.

Lastly, competitiveness strategies and programs
should be assessed in light of the state’s employment
and resource bases. In which activities is state policy
likely to be most effective in generating good jobs and
long-term economic development? In which indus-
tries? In which types of firms? Assessments should be
made of various recruitment, job creation, and busi-
ness revitalization programs previously implemented
in the state. Such assessments should include both
the short-term and the long-term impacts. In addi-
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tion, potential barriers and constraints to implement-
ing strategies and programs should be identified.
When policy options have been identified as particu-
larly appropriate for the state, the experiences of
other states in that regard may then prove particu-
larly useful. What were the impacts of those pro-
grams elsewhere, and what problems were encoun-
tered? The third box provides guidelines for thinking
strategically about the state’s economic development
policies and employment and work force needs and
opportunities.

“Defensive” and “Proactive” State Actions’

The life-cycle framework highlights the impor-
tance of distinguishing between “defensive” and
“proactive” actions in seeking to bolster a state’s
competitive advantage and long-term economic de-
velopment. Defensive actions represent an expedient
way of improving competitive position by lowering
costs. They do not, however, address issues of work
force quality and technological change that underlie
business performance. In contrast, proactive or inno-
vative adjustment mechanisms can lower costs by
increasing labor productivity, motivating workers,
improving efficiency, and increasing the quality of
the work force (National Center on Education and the
Economy 1990; Doeringer and others 1991).

Classifying state actions as defensive or proactive
can be useful in understanding the impacts and
trade-offs, both short-term and long-term, of various
policy options. Defensive state actions such as tax
abatements or other financial incentives can quickly
lower costs to potential employers and perhaps at-
tract relatively large numbers of jobs to some states in
a short period of time. As discussed above, however,
these mechanisms may undermine long-term eco-
nomic growth, as the jobs recruited are often rela-
tively low-skilled and vulnerable to further relocation
to even lower-cost areas. Proactive strategies may
increase costs initially and will take longer to reduce
costs via productivity increases. However, the ulti-
mate impacts on jobs and growth are likely to be
more positive and longer-lasting.

The defensive/proactive dichotomy highlights
the importance of having public policies focus on
“good jobs” as opposed to “jobs” per se. Moreover,
“output” should be viewed in addition to jobs in
evaluating policy effectiveness, particularly with re-
spect to relatively mature industries where increasing
competitiveness and long-term viability are often
achieved with lower employment levels.
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Strategic Thinking about Economic
Development Policy and Employment
and Work Force Needs

e What are the areas in which the state has
particular strengths, in light of the employ-
ment and resource inventory assessments?

e What firms have moved into the area in recent
years? Did they relocate from another state (if
so, which)? Are they foreign-owned? What
are their major production activities and the
nature and extent of their jobs?

e What incentives have been used by the state
in recruiting firms? Did those firms that have
moved in take advantages of these?

e To what extent have new, high-tech firms
been created in the state in recent years? In
what fields? What was the source of venture
capital?

e What are examples of traditional industries
and firms in the state that have modernized
their workplaces in recent years? Were state-
financed training programs involved? Were
any education and training institutions di-
rectly involved?

e Has the state been able to leverage funds to
provide for training? To what extent? With
which employers?

What types of coordination and cooperation
of education and training institutions appear
necessary to implement the programs that
appear to meet best the state’s current and
future employment and training needs?

e What barriers and constraints may inhibit the
implementation of strategies and programs
that appear to meet best the needs of the
state?

In recent years, state economic development
strategies have begun to focus more on proactive
options and less on defensive responses. The trend
away from an almost exclusive focus on recruitment
toward job creation and business revitalization, for
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instance, is indicative of this shift away from a pure
cost orientation to one that emphasizes productivity
and technological competitiveness. The policy op-
tions being used within these broader strategies have
been evolving in a similar direction. More complex
recruitment packages that include training grants for
upgrading and for relatively skilled positions, for
example, can reduce labor costs through productivity
gains—in contrast to tax abatements and other finan-
cial incentives.

With respect to business revitalization, while
efforts are still limited, states are experimenting with
a range of options with the potential to enhance
productivity at the workplace. These include helping
older firms adopt new technologies or make more
effective use of traditional technologies, and helping
them develop new markets by customizing or export-
ing their products. This shift toward more proactive
approaches promises more highly skilled jobs. Proac-
tive approaches also should provide real cost savings
over time, whereas defensive ones threaten to be-
come increasingly expensive. With respect to recruit-
ment strategies, for example, when the first few
states began offering tax abatements and customized
training, these incentives helped to differentiate one
state from another as they sought to attract new
employers. Over time, more and more states have
found it necessary to follow suit or risk not being
considered a serious contender. Now virtually all
states offer tax and financial incentives and custom-
ized training, so states are incorporating additional
features into recruitment packages in order to distin-
guish themselves from the others.

Proactive approaches have a further advantage:
At the national level the likelihood is greater of real
net employment gains, rather than just a reshuffling
of jobs among states. Moreover, proactive ap-
proaches have the potential to lead the way to an
economic development outcome with relatively high
wages, high skills, and high living standards, effec-
tively bypassing low-wage, low-skill alternatives.

Note: The work reported herein was supported under the Educa-
tion Research and Development Center program, agreement num-
ber R117Q00011-91, CFDA 84.117Q, as administered by the Office
of Educational Research and Improvement, U.S. Department of
Education. The findings and opinions expressed in this report do
not reflect the position or policies of the Office of Educational
Research and Improvement or the U.S. Department of Education.
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efficiently, privatization can seem like an attractive option. Yet

the subject engenders sharp controversies. As noted in a recent
report by the National Governors’ Association, “Proponents of privati-
zation believe private enterprise can deliver the same services govern-
ment provides for less money, with higher quality of service and
increased flexibility. . . . Opponents of privatization believe that such
efforts undermine the quality of services, destroy public employee
unions, invite corruption, and weaken government control of services
key to the public interest” (1993, p. 43). In New England, the latter
concerns appear to dominate, since local governments in the region
generally have not engaged in as much privatization as those in other
parts of the country.

This article examines the evidence on the relative merits of privat-
izing public services and attempts to determine whether these costs and
benefits actually appear to explain local government behavior through-
out the United States. The article begins with a broad description of the
mechanisms used in privatization, followed by evidence on the extent to
which state and local governments have privatized service delivery.
Contracting with private vendors turns out to be more common than use
of vouchers or subsidies. However, the tendency to contract out varies
considerably across services. The advantages and disadvantages of
contracting are then discussed, followed by an empirical analysis of why
some localities contract out more or less than others. Measurable
advantages and disadvantages vary by community, and explain part
(but only part) of the differences in contracting across communities. The
limited scope of privatization by New England local governments in
particular defies explanation, suggesting that communities in the region
may wish to reexamine their choices of how to provide services, if they
have not done so recently.

q s governments consider ways to provide public services more



I. What Is Privatization?

Privatization refers to a shift from public to
private production. This article focuses on privatiza-
tion of traditional public services.! By definition,
these are services for which purely private markets
are considered inadequate (see the box). Privatization
takes advantage of the perceived cost efficiencies of
private firms. However, government intervention is
required even after privatization in order to ensure
that sufficient services are provided to residents.
Privatization of public services has been largely a
“bottom up” experience in the United States, with
local governments in the vanguard and higher levels
of government trailing behind. As a result, this article
concentrates on efforts by local and, to a lesser extent,
state governments.?

Under a common privatization arrangement,
the government enters into an agreement specifying
that a selected private entity (rather than a govern-
ment agency) is responsible for producing particular
services, The government chooses the service level
and pays the amount specified in the contract, but
leaves decisions about production methods to the
private firm. Contracting may be used, for example,
to privatize the disposal of hazardous waste or oper-

"In some countries, governments have privatized state-
owned enterprises involved in the production of goods and ser-
vices that elsewhere are commonly produced by the private sector.
Western European countries, especially the United Kingdom and
France, have sold off state-owned enterprises in industries such as
automobiles, glassmaking, telecommunications, airlines, finance,
and insurance (see Hemming and Mansoor 1988). The countries of
the former Soviet bloc are now engaged in similar privatization
efforts, on a more massive scale. Once enterprises have been sold,
they function like any other private business. By contrast with
foreign economies, the role of commercial and industrial public
enterprises has been considerably more limited in the United
States. Government enterprises have been estimated to account for
only about 1 percent of total U.5.- GDP, compared to a range of 4 to
16 percent in other OECD countries, and 65 to 97 percent in the
former Soviet bloc prior to recent reforms (Schwartz 1993). Fur-
thermore, government enterprises in the United States tend to
specialize in a limited range of activities (primarily postal services,
utility services, and liquor sales) rather than competing with
private corporations on a broad scale. In light of the relatively
limited role of the public sector in the United States, it is not
surprising that only minimal sales of government enterprises or
other government-owned assets have taken place. In 1990-91, for
example, the share of general own-source revenue raised by selling
property was only 0.45 percent for the federal government, 0.04
percent for state government, and 0.22 percent for local govern-
ments (U.S. Bureau of the Census 1993, Table 6).

2 For discussion of privatization by the federal government,
see Donahue (1989), especially chapter 6. Also, the article’s em-
phasis on public services, as opposed to public goods, simply
reflects the fact that governments in the United States rarely
provide goods.
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Public Goods and Services

Pure public goods and services are those for
which consumption is nonrival (that is, adding
another consumer imposes no additional cost of
providing the goods and services) and nonex-
cludable (that is, preventing another person
from consuming the goods and services is either
very expensive or impossible). Other goods and
services have some degree of “public-ness,”
even though they are not “pure.” Traditional
textbook examples of public services include
national defense and fire protection.

Economic theory has demonstrated that, in
the absence of government intervention, the
private sector would underprovide public goods
and services compared to the level that society
as a whole would prefer. By contrast, the pri-
vate sector is the preferred provider of those
goods and services for which each consumer is
charged a (nonzero) price equal to the added
cost of supplying the good or service to him/her,
and where it is feasible costlessly to exclude
anyone who does not pay.

Another, somewhat different justification for
government intervention relates to distributive
justice. The citizenry may object to purely pri-
vate markets in cases where the prices charged
would deter some individuals from consuming
what are viewed as socially desirable quantities.
In these cases, the government charges needy
residents a price below the cost of providing the
goods or services, and it funds the difference
through other mechanisms, principally taxation.

ation of homeless shelters (as well as a range of other
services).

Another form of privatization is the franchise,
whereby a private firm or firms are awarded the right
to perform a specified service within a geographic
area over which the government has jurisdiction. The
company charges members of the public for services
(rather than receiving payment from the government,
as in a contract), while the government regulates the
level of service and the price charged. Examples of
services for which franchises are awarded include
trash collection, vehicle towing, and operation of a
public utility. These are services for which govern-
ments typically charge user fees even when the
service is produced internally.

New England Economic Review



A final type of privatization maintains a funding
role for government (in order to maintain some level
of demand for the services), but permits individual
consumers to choose providers. For example, govern-
ments may issue vouchers to residents for the pur-
chase of private day care.® Or they may provide
subsidies to private service organizations, such as
grants to private human services providers or capital
equipment for use by citizen groups performing
neighborhood improvement projects.

Privatization alters who produces
public services, but it does not
inherently alter who pays.

Privatization alters who produces public ser-
vices, but it does not inherently alter who pays.
Suppose that prior to privatization, a service was
produced by government employees and funded by
the government. Upon privatization, the service
would be produced by private sector employees, but
the government could continue its financing role. In
other cases, government funds might be supple-
mented by user fees—both before and after privati-
zation. To take a specific example, a contract could
specify that a private company provide free bus
services for riders (to be paid for totally by the
contracting government), or it might allow the com-
pany to charge a fare (thereby reducing the size of the
public subsidy). Similar funding options apply to
government-operated transportation services: they
may be paid for by taxpayers in general, by individual
consumers, or by some combination of the two
groups. To take another example, suppose that prior
to privatization, trash is collected by public employ-
ees, but residents are charged a fee for this service.
Under a franchise arrangement, residents would pay
fees to a private company.

If privatization saves on overall costs, govern-
ment outlays decline even if service levels and user
fees remain unchanged. Governments engaging in
privatization sometimes decide to cut back the share
of costs covered by public funds. In these cases,
government outlays decline further. Residents con-
suming public services pay more if the overall cost
saving from privatization is less than the decrease in

public funding.
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II. The Scope of Privatization

Although state and local governments on the
whole continue to use their own employees for the
majority of services provided to residents, a great
variety of public services are fully or partially privat-
ized in a large number of localities. Contracting is the
most common form of privatization.

Privatization by Local Governinents

Methods of delivering local services vary consid-
erably, and a locality may use a mix of different types
of public and private providers for any given service.
The International City Management Association
(1989) conducted a poll of 1,681 cities and counties
regarding 71 services that may have been available to
their residents in 1988. In general, public employees
were more important producers of public services
than private employees. Services differed in the ex-
tent to which they were privatized. The services most
likely to be performed exclusively by local govern-
ment employees were street cleaning, meter mainte-
nance and collection, cemetery administration and
maintenance, inspection and code enforcement, util-
ity meter reading, water distribution, water treat-
ment, traffic control and parking enforcement, build-
ing security, payroll, secretarial services, personnel
services, and public relations/information. For these
services, three-quarters of responding localities indi-
cated using only their own employees. Police and fire
services, which are considered by many to be at the
core of local government functions, were exclusively
performed by local government employees in about
70 percent of cases.*

By contrast with these functions, other local
government functions have been privatized to a
greater extent (Table 1). The most commonly privat-
ized service is vehicle towing and storage: 80 percent
of respondents reported issuing contracts, and an-
other 8 percent issued franchises. This may be be-
cause towing services are identical whether vehicles
are towed from public or private property. Several
other services that are commonly contracted out,

? Special-purpose tax credits and deductions are equivalent to
vouchers, even though they do not result in actual outlays by
government. To emphasize their similarity to government spend-
ing programs, such credits and deductions often are referred to as
tax expenditures.

* Some of the remaining cities and counties used employees of
another level of government to supply services, in addition to their
own employees. Intergovernmental arrangements were especially
common in the case of health and human services.
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Table 1

Private Provision of Public Services in a Sample of Cities and Counties, 1988

Services and Method of Provision

Percent of

Respondents Contract with Private Firm Franchise Subsidies Volunteers

75 and higher Vehicle towing and storage — = o=

50to 74 Legal services Gas — ==

25 to 49 Solid-waste collection and disposal,  Electricity Operation of homeless Programs for the elderly,

street repair, traffic signal
installation/maintenance, tree
trimming/planting, bus system
operation/maintenance, paratransit
systern operation/maintenance,
airport operation, utility billing, street
light operation, hazardous materials
disposal, day care facility operation,
operation of mental health/
retardation programs/facilities,
drug/alcohol treatment programs/
facilities, operation of homeless
shelters, food programs for the
homeless, buildings/grounds
maintenance, fleet management/
vehicle maintenance, labor relations

operation of homeless
shelters, food programs
for the homeless,
recreation services, |
operation of cultural/arts
programs, operation of
museums

shelters, food programs
for the homeless

Note: Where applicable, respondents indicated more than one method of providing a service. Fewer than 10 percent of respondents indicated using

vouchers or regulatory and tax incentives for any service.
Source: International City Management Association (1989).

including legal services and maintenance of equip-
ment and facilities, also are often purchased by the
private sector. In addition, a variety of transporta-
tion-related and human services have been privatized
by local governments. Localities commonly grant
franchises for gas and electricity supply (though,
interestingly, not for water). Compared to contracts
and franchises, vouchers and subsidies were used
relatively rarely. Volunteers—another way of mini-
mizing government employment—were used in at
least one-quarter of localities for certain human and
recreational services, as well as by between 15 and 20
percent of fire, police, and ambulance departments.

The quinquennial Census of Governments in-
cludes information about privatization starting in
1987.5 One-third of all general-purpose local govern-
ments in the United States contracted out or issued
franchises for at least one service shown in Table 2.6

® Information from the 1992 Census of Governments was not
yet available at the time this article was prepared.

© General-purpose governments provide a variety of services,
By contrast, school districts and special districts perform a single
function. In the terminology of the Census, “contracting” includes
franchise agreements. Henceforth, this article will adopt the Cen-
sus terminology.
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In broad consistency with the results of the ICMA
poll, the Census data show that gas supply, public
transport, and electric power often involve private
sector employees, while the services of libraries,
sewerage systems, fire protection, and water supply
are usually supplied by public employees. The re-
maining services—airports, hospitals, landfills, nurs-
ing homes, and stadiums and conference centers—
are intermediate cases.

On the whole, local governments were more
likely to contract out for services that commonly are
offered by the private sector or other levels of gov-
ernment. Conversely, they tended not to contract out
for services that are commonly the responsibility of
local government. For example, fire protection, sew-
erage systems, and water—which are among the least
likely services to be contracted out—were provided
by more local governments than was the case for the
remaining services.” Two potential explanations exist

7 For all 12 services, a simple regression explaining the per-
centage of all governments contracting out by the percentage of all
governments providing the service (using either their own or
private employees) yielded a significant negative coefficient for the
explanatory variable. The adjusted R-squared was 0.33.
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for this behavior, the first attitudinal and the second
practical. Services commonly provided by local gov-
ernments may be viewed as part of their essential
mission, and therefore officials may be reluctant to
allow them to be performed under contract. Further-
more, for this category of services, outside contrac-
tors may be in scarce supply.

Townships were more likely to contract out than
municipalities or counties.® In part, this reflects their
limited size. Localities with under 10,000 in popula-
tion generally were more likely to contract out than
larger localities. For a variety of services, the largest
local governments contracted out less often than
medium-sized governments.

Contracting varies across geographic regions,
with the Midwest (encompassing the West North
Central and East North Central Census areas) and
West South Central regions having the greatest and
the South Atlantic the least tendency for private
production (Table 2). New England was the second to
lowest region, as only one-quarter of local govern-
ments have contracted out or issued franchises for
the services indicated. Out of the nine Census re-
gions, New England ranked seventh or lower in
privatization of airports, electric power, fire protec-
tion, hospitals, landfills, libraries, and nursing homes.
Only in the cases of gas supply, public transit, and
water supply was New England’s extent of private
supply more extensive than the national average.

Local governments in New England are much
more likely to provide fire protection, landfills, and
libraries for their residents than is true nationwide.?
For the reasons noted above, this fact may contribute
to limited contracting. Conversely, gas supply and
water are provided by a relatively low fraction of
general-purpose local governments in New England,
which may contribute to an above-average willing-
ness among the remaining local governments to
contract out for these services.!? For the other seven
services, however, contracting behavior in New En-

8 Only 18 states, concentrated in the Northeast and Midwest,
have the township form of government. In other states, the
smallest units are municipal governments. Municipalities serve
specific population concentrations; townships serve inhabitants of
geographic areas defined without regard to population concentra-
tions. In some states, municipalities and townships serve overlap-
ping territories, but this is not the case in New England.

? The percentages of New England localities providing these
services were 73.2, 60.7, and 54.5, respectively, compared to
national averages of 50.6, 21.2, and 20.6 percent.

19 Only 1.5 percent of New England localities indicated that
they were responsible for supplying gas, and 28.9 percent water, to
their residents. The national averages were 5.7 and 36.9 percent,
respectively.
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gland is not explained by a simple hypothesis about
the extent to which they fall within the purview of
local governments. Alternative hypotheses are exam-
ined later in this article.

Privatization by State Governments

According to the Council of State Governments,
states have been slower to privatize services than
have local governments, but their interest has accel-
erated sharply in the past several years (Chi 1993).
Although comprehensive numerical data are not
available, the New England states appear to be as
active as others in privatizing a variety of services.
Maine and Massachusetts are among 22 states issuing
recent studies exploring the feasibility of privatiza-
tion. Connecticut, Maine, Massachusetts, New
Hampshire, and Vermont (along with 21 states out-
side New England) have reportedly privatized more
than 15 percent of their mental health and mental
retardation programs. Ten states (including Rhode
Island and Vermont) have privatized more than 15
percent of their remaining health services programs,
14 (including New Hampshire and Vermont) social
services, and 23 (including Maine, Massachusetts,
and Vermont) transportation. However, no New En-
gland states were among those with high rates of
privatization of general administrative services, cor-
rections, or educational programs.!!

IIl. Advantages and Disadvantages
of Privatization

Case studies have been used to evaluate partic-
ular experiences with privatization of state and local
government functions. Taken as a whole, these stud-
ies do not indicate that contracting is uniformly better
or worse than provision of services by public sector
employees. But they do come to a consensus on the
advantages and disadvantages of contracting in cases
where it has been tried.

Reduced Costs and Other Potential Advantages

In a wide variety of cases, contracting has re-
sulted in the same level of service being provided at

"1 Eight states report privatization of at least 15 percent of their
general administrative services. Five states report privatizing 11 to
15 percent of their corrections programs and two have privatized
an equivalent share of educational programs.
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Table 2

Local Governments Contracting Selected Services as a Percent of Total Providing Services,

by Type of Government, Population, Size, and Geographic Region, 1987

Electric Fire Gas Nursing  Public
Airports  Power  Protection  Supply Hospitals Landfils Libraries Homes  Transit
Type of Government
Counties 31.1 735 23.9 77.8 35.2 222 15.2 25.5 39.8
Municipalities 28.5 50.9 11.4 57.5 53.8 42.3 12.8 56.7 47.5
Townships 47.7 84.9 521 93.6 7.4 35.7 23.2 68.4 59.5
Population .
100,000 and over 15.6 32.7 3.3 53.3 27.8 228 7.9 12.8 40.1
50,000 to 99,999 34.0 35.7 11.3 60.0 41.0 20.5 19.7 20.0 40.3
25,000 to 49,999 35.3 319 10.3 63.9 41.5 28.1 7.3 28.3 37.6
10,000 to 24,999 38.5 33.1 11.3 55.9 40.9 29.3 15.4 44.4 48.8
Less than 10,000 28.3 58.9 29.1 62.0 53.0 40.2 16.4 53.5 56.2
Geographic Region
New England 23.4 47.3 8.4 75.0 37.8 30.1 36 29.2 70.8
Mid-Atlantic 45.8 729 35.9 97.0 61.6 46.0 26.1 30.2 54.7
East North Central 381 62.6 35.5 81.9 51.6 42.2 21.0 41.2 48.6
West North
Central 23.7 56.0 36.0 69.2 39.3 45.4 11.2 39.1 44.9
West South
Central 24.6 56.2 36.0 67.8 38.2 399 11.0 40.2 48.6
South Atlantic 34.6 42.2 13.1 401 48.1 26.0 16.9 449 37.5
East South
Central 36.5 45.0 5.7 26.6 1.7 33.8 14.4 51.9 45.6
Mountain 26.1 49,2 10.3 71.9 51.3 31.6 12.2 50.6 41.3
Pacific 27.5 42.0 13.5 67.6 43.8 37.3 24.6 52.3 50.2
All Local
Governments 30.1 55.3 26.1 61.4 457 36.4 15.4 39.6 48.5
Memo: Number of
Governments
Providing Service 3,059 3,846 19,698 2,204 1,404 8,268 8,032 1,148 1,313

Source: U.S. Bureau of the Census (1988).

substantially lower cost, although utilities seem to be
an exception. In a response to a 1987 survey, three-
quarters of city and county executives with experi-
ence with contracting cited cost reductions as the
primary benefit of contracting out, and most indi-
cated that they were satisfied with the quality of the
work performed by the private contractor (David
1988). Of those reporting some cost saving, 18 per-
cent estimated it at below 10 percent, 39 percent
between 10 and 19 percent, and the remaining 43
percent at 20 percent or more. In response to a survey
by the Council of State Governments, many states
cited savings in the range of 11 to 30 percent (Chi
1993). Transit authorities in the United States and the
United Kingdom have saved in the range of 20 to 30
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percent by privatizing bus services (Gémez-Ibanez
and Meyer 1993).

Econometric analyses have provided concurring
evidence in some cases. One such study examined
public and private suppliers of municipal services in
the Los Angeles metropolitan area (Stevens, as cited
in Donahue 1989). After controlling for the scale of
service, the level and quality of service, and the
physical conditions of the service area, the author
estimated cost savings ranging from 37 percent for
tree maintenance to 96 percent for asphalt overlay
construction, with intermediate results for janitorial
service, traffic signal maintenance, street cleaning,
trash collection, and turf maintenance. Private con-
tractors and public employees were equally efficient
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Stad[ums._
Auditoriums, Memo:
‘Sewerage  Convention  Water Number of
System Centers Supply Total Governments

19.5 22.2 216 321 3,300
6.3 20.4 58 256 19,910
21.4 46.8 244 487 9,036
5.7 16.5 7.8 302 771
13.1 9.2 9.0 296 900
14.7 18.9 106 294 1,598
12:6 24.2 11.7 303 3,385
7.2 30.2 7.2 334 25,592

6.9 21.4 86 254 1,752
17.4 38.0 16.7 34.8 3,925
10.7 35.6 9.0 365 8,504
2.8 26.1 51 406 7141
29 24.0 55 393 8,083
9.6 17.9 73 245 2,998
7.5 12.6 80 255 1,848
6.2 16.9 47 268 1,639
10.6 19.0 48 307 1,526
8.2 22.8 7.8 327 32,246

13224 969 14,367

in providing the remaining service, payroll prepara-
tion. Another econometric study found greater oper-
ating efficiency for privately owned than for publicly
owned urban transit systems across the United States
(Perry and Babitsky 1986).12

Studies of water and electric utilities are less
decisive. Seven out of the thirteen studies cited in
Donahue (1989) indicate no significant difference in
costs between publicly and privately owned utilities,
after controlling for other factors (such as the size of
the service area) that might affect unit costs. Of the
remaining six studies, all but one found publicly
owned utilities to be more cost efficient than privately
owned utilities.

Cost savings from using private contractors may
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come from a variety of sources. Some authors con-
tend that privatization reduces costs primarily by
introducing competition into markets in which public
agencies enjoyed a monopoly position (see, for exam-
ple, Savas 1992 and Gomez-Ibdniez and Meyer
1993).13 Under this view, governments can foster cost
efficiencies by encouraging bidding by multiple enti-
ties when a contract is up for renewal and by ensur-
ing that the current supplier does not have an unfair
advantage in the contract process.!* The argument
also provides an explanation for the lack of cost
savings from privatizing utilities. Because utilities are
natural monopolies, with per customer costs falling
as the service area increases, competition is not
advantageous.

Additional studies point to specific cost advan-
tages of private suppliers (see, for example, Kettl
1993a and 1993b, Dudek & Company 1988). Private
firms may pay lower wages and fringe benefits (no-
tably retirement benefits) than local governments.
But they also often appear to have higher labor
productivity. Private firms have more flexibility to
use part-timers to meet peak loads, to fire unsatisfac-
tory workers, and to allocate workers across a variety
of tasks. In some cases, a private contractor may
enjoy greater economies of scale or scope, or access to
more productive capital. For example, the private
contractor providing firefighting services to Scotts-
dale, Arizona also serves adjacent rural communities
and designs its own specialized vehicles and equip-
ment (Donahue 1989, p. 71).

While a private contractor may produce services
more efficiently than public employees, governments
incur new contracting and monitoring costs when
they shift to private suppliers. The best studies of
contracting have attempted to measure these addi-
tional costs in evaluating privatization efforts, al-
though admittedly this is hard to do. Actions against
contractors overrunning projected costs, not main-

12 However, the authors found that private management of
publicly owned transit systems did not result in cost savings; they
attributed this result to a lack of sufficient incentives in contracts.

In a similar vein, Boardman and Vining (1989) concluded
that previous studies comparing public and private enterprises
failed to find greater efficiencies on the part of the latter largely
because they examined markets with limited possibilities for com-
petition. Their own study, which is limited to industrial markets
where competition exists, finds greater efficiencies for private firms.

" The United Kingdom introduced mandatory competitive
bidding for local services starting in 1988. This provision covers
refuse collection, street cleaning, and maintenance of vehicles and
grounds, among others (Lauder 1992). However, Donahue (1989,
p. 64) notes that open competition is an expensive option if it
results in a loss of economies of contiguity.
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taining quality standards, or perhaps even engaging
in fraud are likely to engage multiple departments of
government.

Burdens for Public Employees and
Other Potential Disadvantages

The burdens of contracting are concentrated on
the public sector work force. In some cases, privati-
zation results in layoffs of public sector employees,
although governments often lower the burdens on
employees by reassigning them to other government
jobs, placing them with private contractors, or offer-
ing early retirement programs. One study proposes
that governments link the pace of privatization to the
rate of public employee attrition, in order to avoid

The burdens of contracting out
are concentrated on the public
sector work force, and public
employee unions oppose
privatization.

disruptions for workers (Cox and Love 1992). Still,
because burdens on civil servants often are not elim-
inated entirely, public employee unions oppose
privatization. Surveys have indicated that, where
present, this opposition lowers the likelihood that
public services will be contracted out (Dudek &
Company 1988; The Mercer Group 1990, 1992).15

On the whole, consumers do not appear to be
hurt by contracting, and in some cases they actually
benefit. For example, privately operated prisons have
been found to result in higher satisfaction for inmates
and guards, lower escape rates, and fewer distur-
bances (Thomas and Logan 1993). Studies of transit
have found better maintenance, greater safety, and
more innovations in the private sector (Perry and
Babitsky 1986; Cromwell 1991; Gémez-Ibanez and
Meyer 1993).

Even though consumers as a whole may not
suffer from privatization, certain subsets may be at
risk. For example, contracting can be used to mask
decisions to reduce services (Donahue 1989, p. 136).
Contracting can be especially risky in human ser-
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vices. Elderly residents and those with infirmities
tend to be sensitive to the way services are provided,
and government may have very imperfect measures
of quality with which to measure performance by the
contractor (see especially Kettl 1993a and Schlesinger,
Dorwart, and Pulice 1986). Furthermore, part of what
advocates of privatization call waste on the part of the
public sector may be the inevitable consequence of a
conscious effort to redistribute resources to particular
parts of the population (Borcherding and Pom-
merehne 1982). Despite these natural obstacles to
privatization of human services, many examples of
contracting exist—in part because of legislative man-
dates that governments seek bids from outside ven-
dors.16

Finally, scattered examples exist of contractors
who failed to live up to expectations, even though the
average experience does not appear to be negative.
As a consequence, elected officials may feel they can
more readily avoid political risks by having public
services operated by public employees.

IV. Determinants of Contracting

The previous section suggests that contracting
can result in savings if private sector firms are more
cost-effective suppliers of services than the public
sector, and if markets for contracted services are
sufficiently competitive. On the other hand, public
sector employees have an incentive to block privati-
zation because their jobs and incomes are at risk.
Public sector unionization may increase the effective-
ness of opposition to privatization. This section tests
whether these factors actually appear to explain con-
tracting patterns among local governments in the
United States.!”

'S Unions may lobby for legislation that limits the potential
cost savings from privatization, as well as directly opposing
particular moves to privatize. For example, Chi (1992) reports that
New York state has a law requiring government contractors to pay
prevailing union wage rates.

1% For example, Schlesinger, Dorwart, and Pulice (1986) cite a
Massachusetts law requiring all new contracts for mental health
patient services valued in excess of $40,000 to be competitively bid
and all renewal contracts to be subject to competitive bidding at
least once every three years. Before the enactment of the law,
contracting existed but often was limited to designated private
nonprofit organizations staffed at least in part by state employees.

'7 By way of comparison, Abraham and Taylor (1993) found
multiple explanations for contracting by private firms. These
included a desire to reduce labor costs, make use of specialized
skills, and meet volatile demands.
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Potential Explanations for Contracting

This section describes how the extent of contract-
ing and potential explanations for contracting -are
measured. Appendix Table I provides additional de-
tails.

Extent of Contracting. The data on contracting are
taken from the 1987 Census of Governments.!® The
sample consists of 655 municipalities and townships
with population of at least 25,000 that provide at least
four of the 12 services covered in the Census ques-
tionnaire.!® The extent of contracting is measured as
follows. For each service j that it provides, locality i is
assigned a contracting dummy d;;, equal to 1 if the
service is contracted out and 0 if it is not contracted
out. Let p; equal the fraction of all localities that
contract out for service j (in other words, the average
value of d;)). The overall contracting index for locality
i is measured as the sum of the deviations of its
contracting dummies from their average values for all
localities:

G= E (dy; = P-j)

i€l

where J; represents the set of services provided by
locality i. A positive value of the contracting index
indicates that the locality contracts out more than
average, adjusting for the mix of services provided to
its residents and the fact that not all services are
equally likely to be contracted out. A negative value
indicates below-average contracting.

It is important to bear in mind that C; provides a
somewhat imprecise measure of the extent of con-
tracting. The Census data indicate that a community
contracts out for a service whether or not the service
is entirely provided by outside contractors. Fre-
quently, only some aspects of a given service are
contracted out. For example, a town may contract out
for hookup of new water customers while using its
own employees to read meters. Or it may operate a
general public transit system while it contracts out for
shuttle services for senior citizens. In the extreme

'8 Note again that the Census of Governments uses “con-
tracts” to encompass both contracts and franchises.

' Counties are omitted from the study and are a relatively
unimportant level of government in New England. The omission
of municipalities and townships with population below 25,000
reduced the total sample size from 28,946 to 1,662. The sample was
further reduced to 1,196 because some communities did not report
on the manner in which they provide the services covered in the
Census questionnaire. Omitting localities that provide fewer than
four services and those that lacked some of the explanatory
variables further reduces the sample to 655.
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case, a single private sector manager may be hired to
supervise civil servants. All these examples yield a
contracting dummy equal to 1 in the Census survey,
even though they represent different degrees of
privatization. Unfortunately, no estimates of the dol-
lar value of contracts or the number of contract
employees exist for a broad sample of governments.
A potential problem with interpreting the Cen-
sus data is that measured contracting includes cases
when governments contract with other governments
or quasi-governmental agencies. Therefore Census-
measured contracting is not necessarily equivalent to
privatization. The results of a small, informal survey
confirm that the reported percentages of contracting
for library and water services, though relatively low,
indeed may overstate the degree of privatization.20
Costs of Providing Services. All else equal, a com-
munity should be more likely to hire private contrac-
tors the higher the costs of providing services by
public employees relative to the cost of providing
them using workers from the private sector. Average
monthly earnings of local government noneduca-
tional workers are used to measure costs in the public
sector. Average revenues per employee in the busi-
ness services industry are used as an indicator of the
costs of hiring private contractors.?! Unfortunately,
measures of non-wage cost differentials, which some
studies find to be substantial, were not available.22
As the literature summary indicated, in the ab-
sence of competition among contractors, the commu-
nity may not achieve potential cost savings from
privatization because contractors are able to earn
monopoly profits. Small, remote localities are espe-
cially likely to encounter this problem. The regres-
sions include a dummy variable indicating whether
or not the community is located in a metropolitan
area as a proxy for the availability of contractors.?

2 In connection with the current study, 22 communities in

Massachusetts and Michigan were called in order to ascertain the
nature of their contracts. All three communities contracting for
library services, two (out of four) contracting for water supply, one
(out of one) contracting for sewerage treatment, and one (out of
four) contracting for transit did so with another government or
public authority. Also, one administrator believed that the 1987
response to the Census of Governments regarding contracting for
water was erroneous. In the cases of airports, hospitals, and
landfills, the respondents confirmed that the contracts were with
private firms.

21 This measure was used by Good (1992).

22 For example, Gémez-lbafiez and Meyer (1993) note that
more than one-half of the savings associated with transport priva-
tization come from sources other than wages.

2 Abraham and Taylor (1993) found this variable to be signif-
icant in explaining contracting behavior for two of the four private
industries they studied.
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Finally, abstracting from location issues, smaller
localities may incur relatively high unit costs if they
operate their own services as a result of not being able
to achieve economies of scale. They may benefit from
turning to a contractor that serves multiple commu-
nities. This hypothesis is tested by including the pop-
ulation of the locality among the explanatory variables.

Privatization may be more
acceptable in fast-growing
communities, where services
are being expanded and
contractors are less likely to
displace public employees.

Opposition to Privatization. The study evaluates
whether public employees may provide more effec-
tive opposition to privatization where they are union-
ized. In the regressions, the unionized percentage of
local noneducational public employees varies by
state, and is measured separately for municipalities
and townships in cases where a state has these two
forms of local government.* On the other hand,
privatization may be more acceptable in fast-growing
communities. If services are being expanded to cover
new residents, contractors are less likely to displace
existing public sector employees. The regressions use
each locality’s population growth rate over a six-year
period.

Sensitivity to Costs. Even if two communities face
identical cost differentials between private contrac-
tors and public employees, one may be more likely
than the other to economize because its residents are
less willing to pay for services. Per capita income
provides one indication of the community’s ability to
pay. Income tends to be positively related to the
value of property, which in turn is the major tax base
for many communities. Furthermore, for a given
value of property, a community will find it easier to
raise revenues the higher the monetary income of its
residents.?5

Another measure of sensitivity to costs relates to
the number of local governments in a given geo-
graphic area. Where government density is higher,
each locality will be under greater pressure to mini-
mize the costs of providing a given bundle of services

40  May/June 1994

(or to maximize the services it provides per dollar of
revenue collected locally) in order to attract house-
holds and businesses. Eberts and Gronberg (1988)
have shown that, all else equal, per capita govern-
ment spending falls as the number of local general-
purpose governments rises, a result they attribute to
competition among governments.

Finally, contracting may vary with the number of
services provided to residents. As the number of
services increases, differences in the cost and effec-
tiveness with which they are provided become more
apparent. Prevailing pay scales or work rules may
limit the possibilities for altering how public employ-
ees deliver services. Therefore, all else equal, locali-
ties providing diverse services may be more open to
exploring private-sector alternatives than those local-
ities where services are more limited.26 The regres-
sions include as an explanatory variable the total
number of services covered by the Census question-
naire that are provided in the locality, whether by
government employees or private contractors.

Other Determinants. The receptivity of a commu-
nity to contracting may also depend on how residents
view the role of their government. If citizens believe
that local government should emphasize a narrow
range of essential services, they might be relatively
comfortable with using contractors in order to mini-
mize the number of public employees. On the other
hand, in places where the local government has a
broader mandate to redistribute income, citizens may
be less likely to support privatization. The first mea-
sure tested in the regressions is the percentage of the

2 Information on the extent of unionization for individual
municipalities and townships is not publicly available. For private
firms, Abraham and Taylor (1993) found no systematic association
between unionization and contracting out.

% Because information on contracting is available only for
1987, this study cannot distinguish factors that originally lead a
locality to contract out for services from those factors that continue
to play a role. For this reason, the study does not examine direct
measures of fiscal health or fiscal stress, since they tend to fluctuate
with business cycles. Alm, McKee, and Skidmore (1993) found, for
example, that in the earlier years of their sample, fiscal stress
contributed to states’ decisions to adopt lotteries. More recently,
decisions have been more influenced by practices in neighboring
states.

% Somewhat analogously, Abraham and Taylor (1993) find
that firms requiring diverse skills are more likely to contract out for
work that pays wages that lie outside company norms. Specifically:
“QOur finding that high-wage establishments are more likely to
contract out for janitorial services suggests that these establish-
ments cannot easily pay low wages to janitors on their own
payrolls. Similarly, the finding that low-wage establishments are
more likely to contract out for certain types of high-skill services
suggests that these establishments cannot easily pay high wages to
workers in selected occupational groups.”
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locality’s general noneducational expenditures allo-
cated to core services, here measured as police and
fire protection. The other is the percentage spent on
human services, measured as public welfare plus
health and hospitals. Because these indicators are
negatively correlated with each other, they are en-
tered sequentially rather than simultaneously.?” Fi-
nally, regional dummies are used to test for attitudes
or other unspecified influences that may be wide-
spread in a region rather than being specific to any
given community.

Regression Results

The regressions reveal that, in deciding how to
provide services, smaller localities respond more to
economic variables than do larger localities. In both
cases, attitudinal variables also matter, as do addi-
tional factors not taken into account in the regres-
sions. Table 3 presents the most satisfactory regres-
sion results, while Appendix Table 2 presents results
using a more comprehensive set of explanatory vari-
ables.28

Costs are highly significant determinants of con-
tracting for localities with a population under 50,000
(columns 1 to 3). These localities were more likely to
contract out if the average wage in the public sector
was high, if they were located in a metropolitan area,
and if they were small. Costs mattered both for
non-utility services and for utilities, though they
mattered more for the former category.? Private
sector revenues per employee were not significant
(Appendix Table 2). Unionization and population
growth were significant at the 10 percent level for
non-utility services; they entered with the expected
signs (negative and positive, respectively) for utility
services, but were not significant. The number of
services provided was a strong predictor of the like-
lihood of contracting. The performance of the other
measures of sensitivity to costs—per capita income
and the density of governments—was disappointing;
often they were insignificant or entered with the
wrong sign. As expected, localities where govern-
ment expenditures are highly concentrated on health
and human services were less likely to contract out.
Conversely, places where the government concen-
trates on providing “core” services are more likely to
contract out, although the significance of this variable
was somewhat lower than the health and human
services variable. (This latter version of the regression
is not shown in the tables.)

Columns 4 to 6 report on regressions with se-
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lected regional dummies.® The New England
dummy enters with a negative coefficient that is
significantly different from zero in the “All Services”
equation. With the regional dummy variables, the
unionization and population growth variables lose
significance, which suggests that the exact causes of
objections to or acceptance of privatization are hard
to pin down. Finally, adjusted R-squared values in
the range of 0.2 to 0.3 confirm that localities are
strongly guided by factors that are not measured in
the regressions—including perhaps the presence or
absence of political leaders who support privatiza-
tion, the reputation of local contractors, or differences
in costs of providing fringe benefits or in productivity
between the public and private sectors.

A smaller set of explanatory factors mattered for
localities with population of 50,000 or more (columns
7 to 9). The larger localities in this group were a little
less likely to contract out than localities with popula-
tion under 50,000. Higher public sector wages con-
tributed to contracting, but the coefficients were not
as significant and were smaller than for communities
with population of less than 50,000. Since all places
with population of at least 50,000 are located in a
metropolitan area, the availability of contractors was
not an issue. Contracting was more prevalent in
localities providing a greater number of services
(among the 12 covered) or concentrating a greater
share of expenditures on core services, and among
those located in the Middle Atlantic states. Unioniza-
tion and population growth were insignificant (even
in the absence of regional dummies), and the explan-
atory power of the regressions was less than in the
case of smaller communities.

2" The omitted category of expenditures largely represents
public infrastructure. It includes roads, recreational facilities, and
community development.

8 A separate set of regressions (not shown) used a probit
model to examine privatization with respect to individual services.
Variables generally entered with the same signs as in the regres-
sions measuring the total extent of contracting, but the coefficients
were less likely to be significantly different from zero. In another
set of alternative regressions, contracting indexes were defined
separately for localities with population under and over 50,000,
based on each group’s average contracting experiences. In other
words, the values of p; were allowed to differ between the two
groups. These regressions yielded results very similar to the ones
reported, which used averages from the entire sample.

2% The non-utility regressions are estimated for those localities
providing at least four (out of nine) non-utility services. The utility
regressions include localities providing at least two of the following
three services: electricity, gas, and water. As a result of these
criteria, the number of observations is much smaller for the utility
equation than the other equations.

30 Omitted dummies were rarely (if ever) significant in any
regression.
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Table 3 ) )
Contracting Regressions

Pbpu[a(ion Between 25.000 and 49,@99

Population 50,000 and Over

Without Regional Dummies

With Regional Dummies

All Non-Utility All Non-Utility All Non-Utility
Services Services Ulilities Services Services Ulilities  Services Services  Ulilities
Independent Variable (1) 2) (3) (4) (5) (6) (7) (8) (9)
Costs
Average wage in .8123*** .9780*** .5268** .7761*** .9646*** .5031** .3410* 2164 .0593
public sector (.1942)  (.2148)  (.2446)  (.1987)  (.2218)  (.2354) (.1859) (.1676) (.2554)
Location in .6659***  .4445***  4521**  B729"**  .4613"** .4875*
metropolitan area (.1774)  (1649)  (.2248) (.1766)  (.1656)  (.2348)
Population -.0195** -.0218** -.0146 -.0212** -,0223** -0125 —-.0004** -.0003*** -.0002
(.0097)  (.0102) (0125) (.0097) (0102) (.0129)  (.0001)  (.0001)  (.0002)
Opposition to Contracting
Unionization —-.0053 —.0078* -.0057 —.0037 —.0073 —.0042 .0020 .0016 .0082
(.0041)  (.0043) (.0047) (.0047)  (.0051)  (.0057) (.0053) (.0046) (.0087)
Population growth .0033 .0107* .0040 .0023 .0093 .0031 .0037 .0037 .0021
(0039)  (.0055) (.0043) (.0039) (.0056)  (.0044) (.0050)  (.0045) (.0068)
Sensitivity to Costs
Number of services .3034***  .2580*** .2424***  3148*** .2534*** 2431***  2224*** . 1568***  .1825***
(.0432)  (.0447) (.0423) (.0433)  (.0444)  (.0427) (.0384) (.0354) (.0468)
Other
Concentration on core .0186**  .0171** 0133
functions (.0094) (.0087) (.0129)
Concentration on
health and human  —.0139*** —.0096* -—.0061 —.0134"** —.0094* —.0053
services (.0051)  (.0053) (.0054)  (.0051)  (.0052)  (.0056)
New England dummy —.48356"" -—.3081 —.3324 —.0481 —.0899 .3868
(.2255)  (.2262)  (.2986) (.3059)  (.2621) (.9377)
Middle Atlantic dummy .1364 3768 .0488 .8450***  .9106*** 1.442***
(.2584)  (.3677)  (.4140) (.2743)  (.2656) (.3968)
West North Central —.4492* 3655 -.3121 -.4801* -—.3888" —-.0362
dummy (.2658)  (.2409)  (.3724) (.2698) (.2260) (.3191)
Constant —2.855**% —-2.742*** —2.318** ~2.756"** —2.628"** —2.366™" -2.747*** -2.083*** -2.170***
(5317)  (5379) (.6916)  (.5354)  (.5427)  (.7071) (.6015)  (.4473) (.7175)
Adjusted R-squared .200 240 .298 215 .252 .291 119 126 .255
Number of
~ observations 316 213 89 316 213 89 339 269 86

***Significant at 1 percent level.
**Signilicant at 5 percent level.
*Significant at 10 percent level.

Contracting Decisions in the New England States

The equations including regional dummies fit the
New England averages very closely.?' Without the
dummies, New England contracting is overpredicted.
For example, for localities with population under
50,000, the regression excluding regional dummies
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predicts the overall New England contracting index
to be close to, rather than substantially below, the

3 For localities with population under 50,000, the nine re-
gional values of the overall contracting index ranged from —0.32 to
+0.60; New England’s value of —0.26 was the second lowest (Table
4). For localities with population of at least 50,000, New England
had the third to lowest value.
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Table 4 )
Regression Variables
Population
Between 25,000 Population
and 49,999 50,000 and Over

' United New United New
Variable States England States England
Contracting Index

Overall .09 —-.26 -.12 —.24

Non-utility

services .08 —.24 =12 -.30

Utilities 07 —-.14 .07 a
Average wage in

public sector 2.00 2.03 2.19 2.05
Location in

metropolitan

area 81 .90 1.00 1.00
Population 3454 3387 197.23 9724
Unionization 3549  53.80 36.78 64.39
Population growth 8.55 1.40 8.65 -.35
Number of

services 5.52 573 6.10 597

Concentration on
core functions 24.50 24.57 2470 23.52

Concentration on

health and ;

human services  4.71 6.62 4.51 9.92
Note: The values shown for the independent variables are average
values for localities providing at least four (of the twelve) services.

20nly one local government in New England was included in the
utilities regression.

national average. In other words, the region’s low
contracting tendency remains a mystery.

Table 4 indicates the role of measurable influ-
ences on privatization. Given their cost factors, New
England localities with population under 50,000
would be expected to contract out more than their
counterparts in other parts of the country. Ninety
percent are located in a metropolitan area, compared
to 81 percent nationally. Also, the average New
England locality pays slightly higher wages and is
slightly smaller than the average included commu-
nity in the nation. For localities with population over
50,000, cost factors are mixed.

Factors other than costs partly explain low priva-
tization in New England. In other states, on average
only about one-third of public sector employees are
unionized, compared to over one-half in New En-
gland. Population growth has been minimal in the
region, which means that there is little need for
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expansion of public services. Therefore, private con-
tractors would be likely to displace public employees.
Finally, a relatively high share of government non-
education spending is devoted to health and human
services, which the regressions showed was a nega-
tive indicator of contracting.?

V. Conclusions

Surveys and other analyses confirm that state
and local governments can achieve savings, without
sacrificing quality, by privatizing the delivery of ser-
vices through judicious use of private contractors.
Regressions indicate that localities do in fact tend to
contract out to avoid paying high public sector wages.
They also are more likely to contract out if they provide
multiple services. A wide range of functions apparently
makes cost comparisons across programs more feasi-
ble, while making it less likely that civil service rules
produce desirable results for all programs. Local
governments are more likely to contract out when
they serve a small population and when they are
located in a metropolitan area. In such circumstances,
they may find it difficult to achieve sufficient scale
economies on their own, but have access to a number
of contractors to ensure competition.

These factors, while significant, do not explain
much of the observed variation in the degree of
contracting across localities. Attitudes are important.
Places where government concentrates a greater
share of resources on provision of basic public ser-
vices such as police and fire protection are more likely
to contract out than places where the government is
charged with more active redistribution of resources.
Unobservable factors—including perhaps the views
of local politicians or relative non-wage costs between
the public and private sectors—also affect govern-
ment decisions.

In addition to this variation across localities,
some services are less likely to be contracted out than
others. In particular, basic public services such as fire
protection are contracted out far less often than
services that are commonly purchased individually
by private businesses. The reason for this discrep-

3 A study by Tannenwald (1990) had found that New En-
gland’s high priority on collective services and redistributional
expenditures limited the extent to which the region could rely on
user fees to finance public expenditures. An interesting extension
of the work in that article and the current study would be to
consider in a simultaneous model the effects of preferences for
public services on methods of service delivery and financing.
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ancy may be partly economic (the relative abundance
or scarcity of private contractors for some services)
and partly attitudinal (whether or not the service is
viewed as the responsibility of local governments).
For electric power and gas supply, contracting rates
are relatively high, despite evidence that public util-
ities often can produce services at costs that are no
higher, and may even be lower, than those of private
utilities.

Cities and towns in New England have shown
less willingness to privatize public services than their
national counterparts. This discrepancy could not be
explained. Despite historical opposition, however,
there is reason to believe that contracting out and

Appendix Table 1

Variable Definitions, Sources, Means, Minimums, and Maximums

other forms of privatization will become more popu-
lar in the future. A general move to improve cost
efficiency and productivity in government has cre-
ated considerable interest in privatization efforts, and
some state officials in the region are actively exploring
further use of this option. Equally important, New
England’s local governments serve communities that
on average are smaller, but more likely to be located
close to concentrations of population, than is true
for the nation as a whole. Access to multiple service
providers increases the likelihood of being able to
produce meaningful competition among contractors,
which is an important prerequisite to achieving cost
savings.

Mean Minimum Maximum

Data
Variable More Detailed Definition Source (Observations for 1196 Localities)
Contracting index See text. a 3.86e-10 -2.43 6.97
Average wage in public Average October 1987 earnings of full-time b 2,15 .94 4,63
sector employees, thousands of dollars.
Location in metropolitan Dummy = 1 if the municipality or township is located a 94 0 1
area in a metropolitan statistical area.
Population 1986 population, thousands. a 91.41 25.02 7,262.75
Unionization Percent of public noneducational employees that are b 37.73 1.31 93.67
organized, by state. Computed separately for
municipalities and townships.
Population growth Population growth rate from 1980 to 1986. a 9.85 —-24.21 497.86
Government density The number of county, municipal and township bé&d .03 .00 .08
governments per square mile, by state. Computed
separately for metropolitan statistical areas and
other areas.
Revenues per employee Annual receipts for firms providing business services a 3,005.5 350.0 11,0706
relative to the number of paid employees.
1987 income per capita Per capita money income, thousands of dollars. c 12.89 4.39 36.69
Number of services Sum of the number of services operated and the a 4.43 0 12
number of services contracted.
Concentration on core Expenditures on police and fire protection as a b 25.6 0 57.5
functions percent of total expenditures less education.
Concentration on health Expenditures on public welfare and health and b 34 0 79.8
and human services hospitals as a percent of total expenditures less
education.
New England dummy Dummy = 1 if state = CT, MA, ME, NH, RI, or VT. a A 0 1
Middle Atlantic dummy Dummy = 1 if state = NJ, NY, or PA. a A7 0 1
East North Central dummy  Dummy = 1 if state = IL, IN, MI, OH, or WI. a 17 0 1
West North Central dummy  Dummy = 1 if state = IA, K§, MN, MO, NE, ND, or SD.  a 07 0 1
South Atlantic dummy Dummy = 1 if state = DE, DC, FL, GA, MD, NC, SC, a A1 0 1
VA, or WV,
East South Central dummy  Dummy = 1 if state = AL, KY, MS, or TN, a .04 0 1
West South Central dummy Dummy = 1 if state = AR, LA, OK, or TX. a .09 0 1
Mountain dummy Dumm= 1 if state = AZ, CO, ID, MT, NV, NM, UT, a .06 0 1
or 4
Pacific dummy Dummy = 1 if state = AK, CA, HI, OR, or WA. a 19 0 1

Source: U.S. Bureau of the Census: *machine readable data, 1988; °(1988); °(1993); “unpublished data.
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Appendix Table 2

Contracting Regressions with a Comprehensive Set of Independent Variables

Population Between 25,000 and 49,999

Without Regional Dummies

With Regional Dummies

Population 50,000 and Over

All Non-Utility All Non-Utility All Non-Utility
Services Services Ulilities Services Services Utilities Services Services  Ulilities
Independent Variable (1) (2) (3) (4) (5) (6) (7) (8) (9)
Costs
Average wage in public
sector .6534***  .8660**" .4186" .5064**  .7845'** 2033 -.0797 -—.0856 —.2763
(.2199)  (.2558) (.2510) (.2306) (.2737) (.2743) (.2326) (.2091)  (.2928)
Revenues per employee in
private services sector .0473  -.0237 .0082 .03556 —.0448 —.0070 0070 -—.0277 .0866
(.0756) (.0926) (.1134) (.0748) (.0921) (.1133) (.0812) (.0734)  (.09086)
Location in metropolitan
area .5595*** .3983** .3205 5437 .4185** 3104
(.1970)  (.1842)  (.2644)  (.1950) (.1836)  (.2740)
Population -.0138 -.0172 -.0134 -.0159 -.0176 -.0108 -.0004** -.0003** -.0001
(0104) (.0111) (.0133) (.0103) (.0110) (.0134) (.0001) (.0001) .(.0002)
Opposition to Contracting
Unionization -.0061 -.0083* -.0077 -—.0028 -—.0068 —.0033 .0066 .0055 .0073
(.0044)  (.0047)  (.0083) (.0050) (.0085) (.0085) (.0057) (.0050)  (.0094)
Population growth .0033 .0103 .0060 .0030 .0102 .0048 .0049 .0048  -.0017
(.0042) (.0084) (.0046) (.0041) (.0063) (.0047) (.0083) (.0047)  (.0073)
Sensitivity to Costs
Number of services .3185***  .2706*** .2457*** .3323"** .2664*** .2473*** .2345'"** .1608*** .1730"*"
(.0449)  (.0459) (.0447) (.0446) (.0455) (.0441) (.0395) (.0364)  (.0494)
Per capita income .0302 .0252 .0430 .0505**  .0369 .0670* .0821*** .0710*** .0616
(.0231)  (.0237) (.0364) (.0240) (.0248) (.0394) (.0282) (.0269)  (.0395)
Government density -.3232 -.7637 6.715 1.634 1.285 7.281 .9190 1050 —4.423
(3.821) (4.528) (5.723) (4.056) (4.749) (5.661) (4.215) (4.202)  (6.380)
Other
Concentration on core
functions .0215**  0181** 0178
(.0098) (.0091)  (.01386)
Concentration on health
and human services —.0147*** —.0099* -.0064 —.0137*** —.0092* -.0046
(.0054)  (.0054) (.0058) (.0053) (.0054) (.0060)
New England dummy —.6974*** —.4454* -.6012° -—.4719 —.4410 .7034
(.2489)  (.2550) (.3203) (.3342) (.2940) (.9613)
Middle Atlantic dummy —.0019 .3082 .2980 6846 .7869"* 1.409'**
(.2809)  (.3846) (.4440) (.3131) (.3070) (.5114)
West North Central dummy —.4525 —-3651 —.5339 —.4762* —.4049' .0013
(.2820) (.2743) (.4255) (.2870)  (.2444)  (.3525)
Constant —3.171*** —-2.907*** —2.697*** —3.132*** —2.824*** —-2.820*** -3.133"*** —2.366"*" —-2.322""*
(5854) (6026) (.7682) (.5788) (.5981) (.7685)  (.5525)  (.4951)  (.8127)
Adjusted R-squared .198 236 292 .220 .251 2310 146 1149 279
Number of observations 303 202 85 303 202 8 321 252 80

***Significant at 1 percent level.
**Significant at 5 percent level.
*Significant at 10 percent level.
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the United States. The 1980s brought little growth in the real price

of housing nationally, but rapid increases continued in many
regions and, in some areas, far outpaced growth in household income.
In Boston, for example, real house prices rose 34 percent in 1984 alone.
Such rapid increases in house prices can make home ownership more
difficult for prospective first-time home buyers by increasing the re-
quired down payment amount and, if the increases outpace income
growth, by increasing the ratio of mortgage payments to income. Both
effects reduce affordability.

The typical first-time home buyer saves for several years to accu-
mulate the down payment, and high or rising home prices relative to
income require an increasing sacrifice of consumption. In response to
such constraints, households may seek a gift or loan from a family
member to use as part of the down payment. These transfers allow
prospective home-buying households to make larger down payments.
In turn, these larger down payments allow some households who
otherwise would not be creditworthy to qualify for a mortgage loan, and
others to purchase a more expensive home than they could afford
without a gift.

In this sense, family transfers for housing purchase may be useful in
understanding the relationship between housing finance and housing
markets. If gifts are an important source of funds, they may play a
critical role for some households in home purchase activity in real estate
cycles. For example, a positive correlation between the receipt of gifts
and the level or growth rate of house prices may suggest that these
transfers reduce the degree to which marginal households are “crowded
out” of the home-buying market. In this way, gifts may be important in
sustaining real estate booms.

The causality could also go in the opposite direction. Home owners
who experienced windfall housing capital gains in the 1970s and 1980s

B etween 1970 and 1980, real house prices increased 23 percent in



may transfer part of these gains in the form of gifts to
their children, who now face substantially higher
relative housing costs. If this is true, then intergen-
erational transfers might mitigate the effects of hous-
ing booms and busts on aggregate spending patterns.

Family gifts may also affect the link between real
estate cycles and household mobility. Stein (1993) has
recently put forth a model of the housing market
whereby negative shocks to housing prices substan-
tially reduce housing equity. Since home equity from

First-time home buyers in cities
with higher house prices and rates
of appreciation fund a larger
proportion of the down payment
with gifts from relatives.

the sale of the previous home accounts for the ma-
jority of the down payment on a trade-up home, the
loss of home equity due to a drop in home prices may
“lock” some households into their homes. That is,
households may not be able to move to a similar
home in a different part of the metropolitan area, or a
different metropolitan area altogether, because they
would not have enough wealth to make a down
payment on a new home. However, if households
have access to other funds through family gifts, they
may not become “locked in” when house prices fall.

From a broader perspective, understanding the
role of family gifts for housing purchase has implica-
tions for other areas of economic analysis: evaluation
of the effects of fiscal policy, study of the distribution
of wealth and the transmission of wealth inequality
over time, evaluation of the life-cycle hypothesis, and
evaluation of economic models of the family, among
others. This article documents the frequency and
magnitude of family gifts for housing purchase and
explores economic explanations for their role in home
financing. Initial empirical work focuses on the effect
of housing market conditions on the receipt of gifts
from relatives. The results show that, controlling for
income, age, and family size, first-time home buyers
in cities with higher house prices and rates of appre-
ciation fund a larger proportion of the down payment
with gifts from relatives. No such pattern is evident
for repeat buyers. This suggests that gifts are targeted
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to constrained households, since repeat buyers are
less likely to have difficulty putting together a down
payment; they tend to use the equity from their
previous home.

Next, the article explores the pattern of gift
receipts using a sample of mortgage applicants. Evi-
dence shows that households with lower incomes
and net worth, more years of education, and poor
credit histories are more likely to have a gift or grant
as part of the down payment. These findings further
support the hypothesis that such transfers are tar-
geted to households financially constrained in their
housing decisions, versus the alternative hypothesis
that gifts are purely related to family wealth and have
nothing to do with the ability of the recipient to get
a loan.

I. Gifts for Home Purchase:
Economic Hypotheses

There are many possible explanations for private
income transfers between households. Most trans-
fers—defined in most data sets as a gift or a loan by a
relative—are intergenerational and can be motivated
by altruism to or exchange with family members.!
Transfers can be inter vivos or bequests, and if they
are bequests they can be intentional or unintentional.
Most previous research has examined whether gifts
are altruistic in nature or exchange-motivated and has
not focused on the timing or specific reasons that gifts
were given. Exceptions include Cox (1990), Cox and
Japelli (1990), and Guiso and Japelli (1991), who study
whether private income transfers are targeted toward
“credit-constrained”” households. While they present
evidence in the affirmative, the specific credit con-
straints the households actually face are not made
clear.

This study focuses on transfers for a specific
purpose: down payments for home purchase. It doc-
uments the frequency and magnitude of transfers
for down payments and explores the relative impor-
tance of economic explanations for their occurrence.
For example, transfers might be targeted to “con-
strained” households or to households showing
“merit” through education, marriage, or children, or

! Cox (1987) has explored the implications of models of altru-
ism and exchange and develops and implements empirical tests in
order to differentiate between the competing hypotheses. He finds
evidence that favors exchange-motivated behavior and casts doubt
on the empirical relevance of pure altruism.
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they might just be the conduit for the intergenera-
tional transmission of wealth.?

The latter two hypotheses seem fairly straight-
forward. If gifts reward merit, their receipt should be
positively related to years of education, being mar-
ried, or having children. If gifts are given solely to
encourage ““desirable” behavior, and are not related
to actual need, then one would expect no correlation
between gift-giving and aggregate economic or hous-
ing activity. The relationship between gift giving and
economic activity might be complicated, however, if
families living in areas with high housing price ap-
preciation are wealthier and thus give more money to
their children who live nearby. Because first-time
buyers are much more likely than repeat buyers to be
constrained in cities with rising house prices, com-
parisons between first-time and repeat buyers may
separate these two explanations.

In deciding to purchase a home,
many households face binding
down payment and obligation
ratio constraints, which can be

released by increasing the amount
of the down payment.

The question of whether gift giving is related to
family wealth may at first seem obvious. After all, a
family must have wealth in order to give a gift. The
purpose of this study, however, is to explore whether
the timing and magnitude of the gifts are related to
constraints faced by the receiving household. House-
holds” housing purchases may be constrained by
current income that is low relative to expected per-
manent income or because they have insufficient
assets to meet the minimum down payment require-
ment. If constrained households are more likely to
get family help, households receiving gifts may ap-
pear to be ““poorer” than households not receiving
gifts, despite the fact that their families may actually
have more financial resources than the families of
those who do not receive a gift.

In deciding to purchase a home, many house-
holds face binding down payment and obligation
ratio constraints, Down payment requirements on
conventional mortgages range from 5 to 20 percent of
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the purchase price of the home. For example, to
purchase a $150,000 home, the typical 10 percent
minimum down payment would require a prospec-
tive first-time buyer to accumulate, in the absence of
transfers, $15,000 in savings plus another $4,500 to
$7,500 to pay for points and closing costs. This is a
rather substantial amount for many young American
households. Typically, households that do not put 20
percent down must also purchase private mortgage
insurance at the additional cost of 25 basis points per
year. Households that qualify for low down pay-
ment, government-insured loans, through agencies
such as the Federal Housing Administration (FHA) or
the Veterans Administration (VA), may face down
payment requirements as low as 2 to 3 percent. These
loans have strict maximums, however, that have in
the past effectively limited their use to the South and
Midwest, where nominal house prices are low.

The obligation ratio guideline stipulates that
mortgage payments, plus property taxes and insur-
ance premiums, not exceed a certain fraction of gross
income, usually 28 percent.? Importantly, the obli-
gation ratio is measured in terms of current, not
permanent, income. Therefore, young households
expecting their incomes to rise over time may be
constrained in the size of their first home purchase by
this requirement. Whether or not the obligation ratio
constraint binds will depend on the amount of the
down payment, since a larger down payment reduces
the loan amount, decreasing the mortgage payments.
That is, a household can always release the obligation
ratio constraint by putting more money into the
transaction.

Empirically, the down payment constraint has
been shown to be the most important of the two.
Engelhardt (1992) shows that down payment require-
ments are binding liquidity constraints and that
households significantly distort their preferred con-
sumption profiles in order to accumulate the down
payment. Engelhardt (1994) also finds that the deci-
sion to save for home purchase is substantially af-
fected by the interaction between house prices and
down payment requirements: house price increases
raise down payment amounts for any given percent-
age down payment requirement and, hence, require
more savings to purchase the same home.

2 For estimates of the magnitude of transfers in the accumu-

lation of aggregate wealth, see Modigliani (1988), Kotlikoff (1988),
and Gale and Scholz (1990).

3 In practice, financial institutions consider the whole applica-
tion, and so might allow borrowers to have a higher obligation
ratio if they also have a higher net worth or a good credit history.
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Several articles show the obligation ratio to be
less critical. In separate studies of mortgage loans
passed on to the secondary market, Linneman and
Wachter (1989) and Zorn (1989) show that actual
obligation ratios often exceed those stated in the
secondary market underwriting guidelines, suggest-
ing that the obligation ratio constraint is often not
binding, and that lenders consider the quality of the
whole mortgage application rather than looking at
each variable individually. Munnell and colleagues
(1992) get a similar result in a study of mortgage
applicants. Finally, in a recent study, the U.S. Bureau
of the Census (1991) found that most renters could
afford the monthly payments on the average-priced
house in their region but lacked the assets to make a
typical down payment.

Mortgage lending institutions may view gifts in
two ways. Lenders may see households that receive
gifts for down payments as riskier mortgage appli-
cants, since these households are likely to be using
the gift to purchase a larger house than they could
otherwise afford on their own resources. On the
other hand, lenders may view these gifts favorably in
that they signal a familial safety net in the lending
relationship: the household is less likely to default
and forgo the family’s investment or, if the house-
hold’s cash flow is interrupted, the family may step in
to financially support the household in distress. Evi-
dence from the study by Munnell and others (1992) of
mortgage applicants is consistent with the latter hy-
pothesis about lenders’ views of gifts, showing that
applicants with a gift or grant are less likely to be
rejected, controlling for other information on the
mortgage application.*

II. Frequency and Size of Gifts

Summary statistics on the sources of funds for
down payments by first-time buyers are presented in
Table 1. These figures are taken from the Chicago
Title and Trust Company’s annual survey of recent
home buyers, entitled Who's Buying Homes in America,
which began in 1976. The survey asks detailed infor-
mation on income, mortgage financing including the
source of funds used to purchase homes, and socio-
demographic characteristics. Chicago Title and Trust
Company contracts with an independent research

* The coefficient on the dummy variable indicating the receipt
of a gift or grant was significantly different from zero with a 10
percent confidence interval.
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Table 1
Sources of Down Payments by First-Time

Buyers, 1976 to 1982

Percent

1976 1977 1978 1979 1980 1981 1982

a. Sources of Funds, All First-Time Home Buyers
All Savings and

Investments 70.9 756 73.5 438 51.1 63.8 67.6
Some Help from

Relatives 204 143 8.7 326 326 17.0 21.3
Half or More from

Relatives 106 9.2 68 152 262 7.3 155
Entirely from "

Relatives 58 42 29 64 6.1 J 39
Part from a

Lending

Institution 68 7.6 13.7 1756 81 65 6.6

b. Percent of Down Payment, by Source of Funds,
All First-Time Home Buyers
Own Savings and

Investments 80.1 84.7 79.9 62.5 66.9 745 76.7
Lending Institution 4.5 4.4 116 132 63 56 66
Relatives 108 84 6.2 144 195 7.0 11.3
Others 40 25 22 102 7.7 133 54

c. Average Percent of Down Payment Coming
from Relatives, for First-Time Home Buyers
Receiving Help from Relatives
529 58.7 71.3 44.2 59.8 41.2 53.1

Source: Chfca_go Title and Trust Co., Whao's Buying Houses in Amer-
ica, 1976 to 1982.

organization to interview buyers via telephone. The
number of households surveyed varied between 500
and 1,000 in the 1976 to 1987 surveys. Starting in
1988, the survey was expanded to about 2,000 house-
holds, covering 18 major metropolitan areas.

Panel a. of Table 1 shows the percentage of
first-time home buyers reporting various sources for
down payments for the years 1976 to 1982. Unfortu-
nately, the Chicago Title and Trust surveys do not
report these figures after 1982. The frequency of gifts
for the entire down payment is low: on average, only
4 percent of first-time buyers finance their down
payments wholly from funds from relatives.> The
fraction of buyers receiving some type of help from
relatives is much higher, averaging about 20 percent.
The vast majority of first-time buyers accumulate
their down payments from their own savings. Panel
b. reports the fraction of down payment funds by

5 Note that help from relatives in the Chicago Title and Trust
survey includes loans as well as gifts.
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Table 2

Sample Statistics for First-Time Buyers, 18 Cities, 1992

Ranked by Median Sale Price as Reported by National ‘Association of Realtors

First-Time Buyer

NAR Median Gift Down
Median Purchase Median Percent Payment
Price Price Income Years of Down Percent
City (%) (%) (%) to Save Payment of Price
San Francisco 254,800 211,100 61,800 3.0 18.2 16.8
Orange County 234,900 168,100 63,900 34 221 124
Los Angeles 213,200 183,600 59,200 4.8 20.4 15.7
New York 172,700 148,100 60,200 4.2 12.6 24.6
Boston 171,100 144,000 57,100 3.7 8.7 17.0
Washington 157,800 130,000 66,700 2.7 10.2 14.2
Seattle 145,700 114,300 51,300 2.3 15.5 14.3
Chicago 136,800 112,900 47,400 29 13.8 15.3
Philadelphia 117,000 103,600 47,200 2.8 . B.6 14.7
Denver 96,200 82,400 39,400 1.9 16.7 1.7
Allanta® 95,600 91,400 50,800 25 12.4 . 11.0
Minneapolis 94,300 89,300 46,400 2.0 15.5 11.9
Dallas/Fort Worth 91,300 92,200 46,400 19 17.9 ' 15.7
Cleveland 90,700 70,100 41,000 2.4 8.5 16.2
Orlando 87,600 81,600 40,600 2.1 12.4 16.4
Phoenix 86,800 76,800 47,800 1.4 14.6 12.6
Memphis 85,300 73,700 39,400 2.2 7.0 17.2
Detroit 81,300 75,300 52,800 26 15.2 14.1

®The Atlanta median price was calculated by indexing the 1991 median price to the pércanlag_e change in medf_atn price between 1991 and 1992

as reported in the Chicago Title and Trust survey.

Source: National Association of Realtors; Chicago Title and Trust Co., Who's Buying Houses in America, 1992.

type of source. In the period 1976 to 1982, roughly 80
percent of all down payment funds came from own
savings, whereas approximately 10 percent came
from relatives. Panel c. combines information from
the previous two panels, showing that, for those who
did receive help from relatives for the down pay-
ment, the magnitude of the help is substantial, aver-
aging 50 percent of the down payment.

Similar figures for repeat buyers (not shown in
Table 1) indicate that 66 percent of the funds used in
the down payment comes from the sale of the previ-
ous home and 28 percent from own savings, whereas
only 2 percent comes from relatives. The stark differ-
ence between the incidence of gifts for first-time
(panel b.) and repeat buyers suggests that gifts for
housing purchase may be mostly targeted to house-
holds initially constrained in the housing market.
Once households become home owners, they rely on
accumulated home equity to finance subsequent
home purchases.

Table 2 shows the relationship between house
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prices, income, down payment saving behavior, and
gifts for the sample of 18 metropolitan areas surveyed
by Chicago Title and Trust in their 1992 survey. The
metropolitan areas are ranked in descending order by
the National Association of Realtors (NAR) median
home price, and are broken into three tiers. The top
tier includes the most expensive areas, three cities in
California. The middle tier contains the mid-priced
cities of the Northeast corridor as well as Seattle and
Chicago. The bottom tier includes the less expensive
cities of the Midwest and South.

The table does not show a strong inverse corre-
lation across all cities between house prices and the
percentage of down payments from relatives. Rather,
patterns between price tiers appear to exist. Gifts
from relatives are more important in the very expen-
sive California cities than anywhere else in the coun-
try. Beyond these cities, however, no positive corre-
lation can be seen between gifts and house prices. On
average, 12.6 percent of down payments came from
relatives in New York, and the same was true in
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Atlanta and Orlando. This is particularly interesting
since government-insured FHA/VA mortgages with
low down payments are much more popular and
more widely available in the South and Midwest.
That is, it is likely that average first-time home buyers
face lower down payment requirements in these
areas than on the East and West coasts, yet they
receive just as high a percentage of the down pay-
ment in gifts as buyers in the middle price tier.

A second way of looking at the role of gifts is to
compare them with average time required to save,
which is given in years in the fourth column of the
table.6 A positive relationship can be seen between
time to save and the gift percentage of the down
payment for residents of cities in the upper two tiers.
Longer times to save are associated with higher
percentages as gifts. One interpretation might be that
households in these areas are constrained in a way
that requires both long periods to save for the down
payment and help from relatives in order to afford a
first home. For households in the bottom price tier of
cities, however, an inverse correlation exists between
time to save and family help. Here, it appears that the
time to save for a down payment is shorter, owing to
the receipt of gifts. That is, gifts in these cities “buy
off” time to save for households, allowing them to
purchase earlier than if they had not received a gift.

III. House Prices and the Receipt
of Gifts: Empirical Results

This section examines the relationship between
house prices and the receipt of gifts from relatives,
using the Chicago Title and Trust survey of recent
home buyers for the five years 1988 to 1992. For each
of the 18 cities in Table 2, the surveys provide data on
the average percentage of the down payment funds
that comes from relatives, which is the dependent
variable in our analysis, for both first-time and repeat
buyers. Pooling these cities over the five years yields
90 observations on average gift and home purchase
behavior for each set of buyers.

As noted earlier, the hypothesis that gifts for
housing purchase are related to housing constraints
predicts a positive relationship between gifts and
house prices as well as between gifts and the rate of
house price appreciation. In areas where house prices
are rising faster than incomes, owner-occupied hous-
ing becomes less affordable. To the extent that these
price increases are associated with rent increases, the
prospective first-time home buyer is doubly affected,
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since less income remains after paying rent from
which to save for the down payment, which is
increasing along with house prices.

The estimation results for first-time home buyers
for a number of specifications are presented in Table
3. Since the dependent variable is constrained to lie
between 0 and 100, ordinary least squares estimation
would induce heteroskedastic errors. Weighted Least
Squares (WLS) corrects for this heteroskedasticity.
The weights equal the inverse of the square root of
the error variance, which is P*(100 — P), where P is the
dependent variable. The base specification is given in
column 1. The explanatory variables are average age,
family size, and real pre-tax income of first-time
buyers, all taken from the Chicago Title and Trust
surveys, and real median house prices and rates of
appreciation for all single-family houses, constructed
from NAR data. The income and house price vari-
ables are indexed to 1992 dollars using the national
consumer price index less the shelter component.

The results in column 1 indicate that the percent-
age of down payment funds from relatives is higher
in cities with high house prices. The coefficients
suggest modest effects: the average percentage of
down payment funds increases 4 percentage points
for every $100,000 increase in real house prices. None
of the other coefficients, however, are statistically
different from zero, possibly because the data contain
only city-year averages.

The estimates in column 2 include the real one-
year rate of house price appreciation for each city-
year observation. It is positively but not significantly
related to the amount of gift receipt. In column 3,
which also includes year dummies, the appreciation
rate is still positive and becomes significantly differ-
ent from zero at the 10 percent significance level. The
test that all the coefficients on the year dummy
variables equal zero, however, cannot be rejected at
conventional significance levels. The estimated coef-
ficient on the house appreciation rate implies that a 1
percentage point increase in the real rate of appreci-
ation raises the average percentage of down pay-
ments from gifts by 0.1 percentage points. This effect
seems plausible, but small in size.

Households that live in certain cities may have
particular tastes for transfers to their children. If these
transfers are simply from wealthy households to their
children, then one would expect city-specific patterns
to play a role in gift receipt, since the distribution of

® The Chicago Title and Trust Company survey asks each
buyer how long it took to save the down payment amount.
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Table 3

Weighted Least Squares Dependent Variable:

Average Percentage of Down Payment

from a Gift, for First-Time Buyers
(1) (2)

@) @ (5) - (6)

All All All All Coastal Non-Coastal
Variable Cities Cities Cities Cities Cities Cities
Average Age .19 21 —-.03 .14 92 —.46
(.33) (.33) (.35) (.39) (.50) (.52)
Average Family Size 1.99 1.97 1.64 2.42 1.83 3.19
(1.84) (1.85) (1.91) (2.21) (2.43) (2.83)
Real Median Family Income -.07 -.08 —.04 -.07 =14 -.12
(.08) (.08) (.08) (.12) (.10 (12)
Real Median House Prices .04 .04 .04 -.03 .04 .03
(.01) (.01) (.01) (.05) (.02) (.05)
Real One-Year 7.34 11.34 3.79 © 164 -14.99
Appreciation Rate (7.32) (7.47) (7.62) . (8.24) (15.29)
Constant -.03 -39 797 24.42 —-20.29 18.82
(10.09) (10.16) (10.78) (14.15) (15.81) (16.64)
Year Dummies no no yes yes no no
City Dummies no no no yes no no
P-Value: Year Dummies® A7 31
P-Value: City Dummies® .001
Number of Observations 90 89 89 89 40 49
R-Square A8 16 .23 .56 25 .07

Note: Columns 2 lo 6 have anly 89 observations because the NAR median house price for Atlanta is not available for 1987.

Standard errors in parentheses.

For the joint test that all of the coefficients on the year dummies equal zero.
For the joint test that all of the coefficients on the city dummies equal zero.
Source: Chicago Title and Trust Co., Who's Buying Houses in America, 1988 to 1992.

wealth differs across cities. Therefore, column 4 adds
a dummy variable for each city in the sample to the
column 3 specification. None of the previous (column
3) variables except the constant have any statistically
significant effect on gift receipt. This result should not
be surprising, since little cross-time, cross-city varia-
tion occurs in the other explanatory variables to
identify the other coefficients. In this sense, the city
effects are picking up both differences in house price
levels across cities (as well as cross-city differences in
the other variables) and the true city effects. Without
data at the household level, separate city effects
cannot be estimated.

The results so far for first-time home buyers
provide weak evidence at the city level that the
percentage of down payments from relatives de-
pends on house prices, in a manner consistent with
the financial constraint hypothesis. Columns 5 and 6
split the sample into two groups, coastal (East and
West) cities and non-coastal (South and Midwest)
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cities, to test whether the behavior varies according to
region. Since residents of the South and Midwest
have access to low-down-payment, FHA/VA loans
and most residents of the coastal cities do not, one
would expect households in the non-coastal cities to
be less financially constrained. The results in columns
5 and 6 confirm this. In the coastal cities, older
buyers, and higher house prices and appreciation
rates, are positively related to the fraction of the
down payment in the form of a gift. These results are
all statistically different from zero with at least 10
percent significance. Conversely, in the non-coastal
states, none of these factors has any significant bear-
ing on gift receipt.

Table 4 estimates the same specifications for
repeat home buyers. House prices and rates of ap-
preciation have no statistical effect on gift receipt in
any of the specifications. In fact, none of the explan-
atory variables (except the city dummy variables in
column 3 and real median family income in column 6)
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Table 4

Weighted Least Squares Dependent Variable: Average Percentage of Down Payment

from a Gift, for Repeat Buyers -
(1 @)

@ (4) () (6)

All All All All Coastal Non-Coastal
Variable Cities Cilies Cities Cities Cities Cities
Average Age -.07 -.08 -.10 =13 —.24 01
(.08) (.08) (.09) (.09) (17) (.10)
Average Family Size -.79 —-.87 -.89 =112 —.59 .34
(.72) (.73) (.74) (.96) (1.10) (1.23)
Real Median Family Income -.01 -.01 —.004 ~.01 .08 —.06
(.03) (.03) (.03) (.05) (.06) (.03)
Real Median House Prices .05 .05 .04 —.03 —.04 10
(.05) (.05) (.05) (.02) (.09) (.16)
Real One-Year =27 —-2.14 44 —.04 —5.24
Appreciation Rate (2.78) (2.94) (3.12) (.04) (5.02)
Constant 8.35 8.89 10.00 16.65 9.21 3.93
(6.21) (5.25) (5.41) (7.06) (9.34) (6.91)
Year Dummies no no yes yes no no
City Dummies no no no yes no no
P-Value: Year Dummies® 61 60
P-Value: City Dummies® .02
Number of Observations 90 89 89 89 40 49
R-Square .03 04 .07 41 13 A1

Note: Columns 2 to 6 have only 89 observations because the NAR median house price for Atlanta is not available for 1987.

Standard errors in parentheses.

aFor the joint test that all of the coefficients on the year dummies equal zero.
BFor the joint test that all of the coefficients on the cily dummies equal zero.
Source: Chicago Title and Trust Co., Who's Buying Houses in America, 1988 to 1992.

have any statistical effect on the receipt of gifts for
down payments. The difference between the first-
time and repeat buyers is striking and is consistent
with the view that the most important role of gifts is
to loosen the down payment constraint for first-time
buyers.

IV. Who Gets Gifts for Home Purchase?
Evidence from HMDA Data

The results from the previous section, although
consistent with the use of gifts to alleviate housing
finance constraints, indicate the limitations of using
city-level data in the analysis. In order to explore
more directly other possible explanations of gifts, this
section uses data taken from a sample of mortgage
applications in metropolitan Boston in 1990 to esti-
mate the determinants of the likelihood of receiving a
gift for a down payment. These data were supplied to
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the Federal Reserve Bank of Boston by various Boston
banks to assist in a study of the determinants of
mortgage loan approval. The data include all black
and Hispanic applicants plus 3,300 randomly selected
white applicants. The Home Mortgage Disclosure Act
(HMDA) requires that lending institutions report
income, race, gender, census tract of the property to
be purchased, and whether each application was
rejected or accepted. The Federal Reserve Bank of
Boston augmented the HMDA data for 1990 by re-
questing additional information found on the mort-
gage application, including employment history,
credit history, co-applicant data, other demographic
information, and whether or not the applicant re-
ceived a gift or grant for part of the down payment.
The data set is described in detail in Munnell and
others (1992).

This article uses the general research data set
from the original Boston Fed data. This data set
contains limited data on some of the previously
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discussed variables in order to protect the confiden-
tiality of the original applicants. The general research
data set was supplemented with complete informa-
tion about the applicant’s age and education. The
sample used in this article contains only applications
that contain complete information for all variables
used in the subsequent analysis.

The gift variable in the Boston Fed data includes
both gifts from relatives and grants from other
sources, including community organizations. Al-
though the data do not distinguish between these
two sources, discussions with bankers suggest that
few, if any of the gifts noted in the data are actually
grants.

The probability of receiving a gift as part of the
down payment is modeled as a function of applicant
demographic characteristics, whether or not there
was a co-applicant, household income and net worth,
employment history, and credit history, using a pro-
bit model. Applicant demographic characteristics in-
clude age, number of years of education, number
of dependents, and whether the applicant was a
male, a minority, and married, respectively. Three
variables control for consumer credit history: whether
the applicant had no credit history, had one or more
accounts in slow-pay status, and had any current
delinquencies.” The number of years in the cur-
rent line of work and the number of years in the
current job are the employment history variables.

Table 5 gives the means for the variables in the
sample data reported separately for first-time and
repeat buyers and for those who received a gift and
those who did not. On average, applicants receiving
gifts are younger and have more years of education
and fewer dependents. They have smaller incomes
and net worth and shorter employment histories, and
they are more likely to have a history of delinquent
credit. Finally, those receiving gifts request mortgage
loans with higher loan-to-value ratios—which imply
lower down payments—and larger obligation ratios.
Thus, they appear to be more financially constrained
than applicants without gifts.

Since the results presented earlier suggest that
the receipt of gifts for down payments may vary
systematically between first-time and repeat buyers,
the probit results also are presented separately for the
two types of buyers. Table 6 gives the estimation

7 The credit history variables from Munnell and others (1992)
were combined into a smaller number of variables for this analysis.
Current delinquencies include any applicants with one or more
account that is at least 60 days delinquent.
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Table 5
Sample Means: Boston Mortgage
Applicants
First-Time Buyers  Repeat Buyers
Received Received
Variable aGift NoGift aGift No Gift
Age of Applicant
(years) 32.3 35.7 351 39.1
Years of Education 15.0 14.9 16.3 15.9
Married (%) .57 .52 .67 75
Male (%) .75 76 .81 87
Minority (%) .27 .29 .18 12
Number of
Dependents 6 By .8 1.0
Coapplicant (%) .70 67 .81 .81
Median Monthly '
Income (%) 4342 4428 5,948 6,452
Median Net ’
Worth ($)

40,000 57,000 115,000 203,000
Less than Two .
Years in Line of
Business (%) 14 A0 .08 .04
Less than Two
Years in Current

Job (%) .35 3 27 24
No Credit

History (%) .04 .06 0 0
Has Chronic Slow

Payments (%) | 21 .36 .28
Has Delinquent

Credit History (%) 22 18 19 13
Loan-to-Value Ratio 83 79 a3 71
Obligation Ratio 341 33.0 33.2 33:1
Number of

Observations 423 1,491 85 790

Source: Federal Reserve Bank of Boston.

results for the sample of 1,914 first-time buyer appli-
cants. The base specification is presented in column
1. The estimation results are similar to the patterns in
the sample means shown in Table 5. Younger, mar-
ried applicants are statistically more likely to get gifts
for home purchase, consistent with the hypothesis
that transfers are given because families see owner-
occupied housing as a reward for meritorious behav-
ior. However, number of dependents is not an im-
portant determinant of gift receipt, which goes
against the aforementioned hypothesis.

The employment history variables have little
statistical impact on the receipt of a gift. One of the
credit history indicators does, however. Households
with delinquent credit are more likely, all other
things equal, to receive a gift for home purchase,
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Table 6 _
Probit Equation Dependent Variable:

Applicant Received a Gift (1 = Yes)
_(Slandard Errors)

(1) (2) (3)

(4)

First-Time First-Time Repeat Repeat

Variable Sample Buyer Buyer Buyers Buyers
Age -.026 -025 -.033 -.033
(.004) (.004)  (.008) (.008)
Education 028 .030 057 .058
(.013) (.013)  (.023) (.023)
Married 222 229 -176 -.179
(.085) (.086) (.176) (.176)
Male —.083 -.084 -246 -.241
(.086) (.087) (.185) (.186)
Minority —.064 —.092 .190 195
(.079) (.080) (175) (1A77)
Number of —-.026 -.025 -—-.040 -.042
Dependents (.035) (.035)  (.059) (.059)
Coapplicant 077 .057 .285 .283
(.090) (.091) (.198) (.198)
Total Monthly —.0B6 -.077 -.040 -.042
Income (000s) (.018) (.019) (.018) (.018)
Less than Two .086 .096 229 232
Years in Line of (.117) (.118)  (.273) (.273)
Work
Less than Two —.042 —.042 —.044 -.047
Years in Same (.083) (.083) (.149) (.150)
Job
No Credit History —.133 —~.125
(.163) (.163)
One or More Slow .028 .018 250 .252
Accounts (.085) (.085)  (.137) (.137)
Current 181 74 .353 362
Delinquencies (.087) (.088) (.178) (179)
Constant .018 =303 -.720 -.601
(.254) (.300)  (.485) (.545)
Total Net Worth (000s) —-.276 013
(.105) (.067)
Obligation Ratio .003 -.003
(.004) (.006)
Loan-to-Value Ratio 184 —.042
(.090) (.232)
Number of
Observations 1,914 1,914 875 875
Log Likelihood —-964.0 _—957.? -257.56 -257.3

Source: Federal Reserve Bank of Boston.
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which is consistent with the hypothesis that credit-
constrained households are more likely to receive
familial help.

Higher educational levels and lower incomes are
both positively related to the receipt of gifts. Two
interpretations can be offered for this finding. First,
these are households that have low current income
but high permanent income (as measured by educa-
tion). These households are constrained to buy a
smaller house than is consistent with their permanent
income because the obligation ratio is tied to current
income. Alternatively, educational level may proxy
for the wealth of the applicant’s family. A home
purchase may just serve as a trigger event for the
wealthy to transfer assets to their children that they
would have otherwise transferred at a later date.

Total net worth is added as an explanatory
variable in column 2 of Table 6. If applicants who
receive gifts are income-constrained, then we would
expect an inverse relationship between the receipt of
a gift and net worth. Alternatively, if gifts are simply
wealth transfers from the wealthy to their offspring,
one might predict a positive relationship between
gifts and net worth if the children of the wealthy have
relatively more net worth than the children of fami-
lies with less wealth. Net worth in this study is that
reported by the applicant on the mortgage applica-
tion and should include the value of the gift in the net
worth figure if net worth is reported correctly.® In this
sense, net worth is endogenous. If the applicant
included the value of the gift in net worth, the data
would show a positive relationship between gift
receipt and reported net worth. According to the
results in column 2, however, the estimated coeffi-
cient on net worth is actually negative and statisti-
cally different from zero with more than 99 percent
confidence. In addition, the coefficients on the other
variables change very little.

The specification in column 2 also includes the
obligation ratio and the loan-to-value ratio. Again,
the obligation and loan-to-value ratios are endoge-
nous because these variables may include the pro-
ceeds of any gifts, and thus a negative relationship
would be expected between gift receipt and the
loan-to-value and obligation ratios. Despite the
abovementioned bias, the estimation results show
that households with higher loan-to-value ratios—

% Because of problems in verifying net worth and questions
about when the actual transfer of the gift takes place, the reported
net worth for some applicants may not include the proceeds of the

gift.
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less money put down—are more likely to receive gifts
for the down payment, with the result statistically
different from zero at the 5 percent level. Again,
financial constraints appear important.

The results for prospective first-time buyers
strongly support the view that financially constrained
households are the most likely to receive support
from others in financing the down payment. If finan-
cial constraints are truly important, one would expect
to see a larger frequency of transfers at the first-time
buyer level, where the constraints are more likely to
bind, and one also would expect that the financially
constrained repeat buyers, however few there are,
also would receive gifts.

Family gifts allow otherwise
constrained households
to purchase homes earlier
than they would
without a gift.

As shown in Table 5 and mentioned above, gifts
for home purchase are substantially less frequent for
repeat buyers. According to Table 5, 22 percent of
first-time buyer applicants received gifts while only 9
percent of the repeat buyer applicants received gifts.
To explore the determinants of the receipt of a gift for
repeat buyers, columns 3 and 4 in Table 6 present
estimated probit models for repeat buyers akin to
those presented for first-time buyers. Note that the
indicator variable “No Credit History” is not included
in these regressions.?

The results in the last two columns of Table 6 are
roughly similar to those for first-time buyers. In
particular, younger, more educated, and higher-in-
come households received gifts. In addition, the
indicators for current delinquencies and one or more
slow pay accounts are positive and statistically differ-
ent from zero at the 7 percent level, again showing
that credit-constrained households are more likely to
receive gifts. In contrast to the sample of first-time

? Also, the sample does not include applicants who had
already owned a previous home, but had no consumer credit
history. The original data contained only 9 such applicants, and the
coefficient for the no credit history variable in the subsequent
probit equations was unstable.
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buyer applicants, however, the measures of obliga-
tion and loan-to-value ratios are not statistically im-
portant determinants of gift receipt.

V. Conclusion

About one in five first-time home buyers receives
some help from relatives in making the down pay-
ment, with the average gift to those receiving help
roughly one-half of the total down payment. This
evidence suggests that gifts for home purchase may
be an important fraction of aggregate private transfer
activity. Using data from Chicago Title and Trust
Company and the National Association of Realtors, it
is possible to estimate roughly the value of these
family transfers for down payments. In 1992, those
computations show that total gifts equaled $2.5 bil-
lion for first-time buyers and $1.9 billion for repeat
buyers, for a total of $4.4 billion.°

Gale and Scholz (1990), using data on intergen-
erational transfers in the 1983 and 1986 Survey of
Consumer Finances, estimate that the annual flow of
non-educational, non-bequest transfers is $71 billion
in 1992 dollars. Based on the rough calculation above,
transfers for down payments would be 6 percent of
the annual flow of non-educational transfers.

Although the aggregate value of such gifts is
modest, this article shows that these gifts allow
otherwise constrained households to purchase a
home. Earlier estimates show that the average per-
centage of gifts is higher in cities with more expensive
houses, and that persons who receive gifts have more
education, are younger, are more likely to have credit
problems, and have smaller net worth than those not
receiving gifts. In total, gifts allow households to
avoid significant liquidity constraints and purchase
homes earlier than they would without a gift.

10 The calculations were made as follows. The NAR reports
that the median sales price of an existing single-family home in
1992 was $103,700, and 3.5 million single-family homes were sold
in the U.S. that year. According to the 1992 Chicago Title and Trust
survey, first-time home buyers purchased homes valued at an
average of 86 percent of the median, whereas repeat buyers
purchased homes valued at an average of 112 percent of the
median. Thus, nationally, the median first-time buyer bought an
$89,182 house and the median repeat buyer a $116,144 house. The
average down payments for first-time and repeat buyers are 15 and
29 percent, respectively. Also, first-time buyers buy about 45
percent of all homes sold in a given year. Finally, 12 and 3 percent
of down payment funds came from relatives for first-time and
repeat buyers, respectively. Putting together all of these estimates
gives the estimates cited in the text.

New England Economic Review 57



References

Chicago Title and Trust Corporation. 1992 and various issues.
“Who's Buying Houses in America?"’ Chicago: Chicago Title and
Trust Corporation.

Cox, Donald. 1987. “Motives for Private Income Transfers.” Journal
of Political Economy, vol. 95, pp. 508-46.

. 1990. “Intergenerational Transfers and Liquidity Con-
straints.”” Quarterly Journal of Economics, vol. 105, pp. 187-217.
Cox, Donald and Tullio Japelli. 1990. “Credit Rationing and Private
Transfers: Evidence from Survey Data.” Review of Economics and

Statistics, vol. LXXII, pp. 445-54.

Engelhardt, Gary V. 1992. “Down Payment Constraints, Taxes,
and Household Consumption.” Photocopy. Dartmouth College.

. 1994, “House Prices and the Decision to Save for Down
Payments.” Journal of Urban Economics, forthcoming,.

Gale, William G. and John Karl Scholz. 1990. “Intergenerational
Transfers and the Accumulation of Wealth.” Photocopy. Univer-
sity of Wisconsin.

Guiso, Luigi, and Tullio Japelli. 1991. “Intergenerational Transfers
and Capital Market Imperfections.” European Economic Review,
vol. 35, pp. 103-20.

Japelli, Tullio. 1990. “Who Is Credit Constrained in the U.S.

58  Mayllune 1994

Economy?" Quarterly Journal of Economics, vol. 105, pp. 219-34.

Kotlikoff, Laurence. 1988. “Intergenerational Transfers and Sav-
ings.” Journal of Economic Perspectives, vol. 2, pp. 41-58.

Linneman, Peter and Susan Wachter. 1989. “The Impacts of
Borrowing Constraints on Homeownership.” AREUEA Journal,
vol. 17, pp. 389-402.

Modigliani, Franco. 1988. “The Role of Intergenerational Transfers
and Life Cycle Saving in the Accumulation of Wealth.” Journal of
Economic Perspectives, vol. 2, pp. 15-40.

Munnell, Alicia H., Lynn E. Browne, James McEneaney, and
Geoffrey M.B. Tootell. 1992. “Mortgage Lending in Boston:
Interpreting HMDA Data.” Federal Reserve Bank of Boston
Working Paper No. 92-7, October.

Stein, Jeremy. 1993. “Prices and Trading Volume in the Housing
Market: A Model with Downpayment Constraints.” NBER
Working Paper no. 4373, March.

U.S. Bureau of the Census. 1991. Who Could Afford to Buy a Home?
Government Printing Office: Washington, D.C.

Zorn, Peter. 1989. "Mobility-Tenure Decisions and Financial Cred-
it: Do Mortgage Qualification Requirements Constrain Home-
ownership?” AREUEA Journal, vol. 17, pp. 1-16.

New England Economic Review



The Spring 1994 issue of The Federal Reserve Bank of
Boston Regional Review is now available. It features articles
on policing crime, New England’s northern forest, and
manufacturing’s special role in the economy.

The Summer 1994 issue will be published in July, with
articles on housing, art museums, and the payoff to a
college education.

The Regional Review is available without charge. To get
a copy or to place your name on the subscription list,
write to the Research Library—D, Federal Reserve Bank of
Boston, P.O. Box 2076, Boston, MA 02106-2076. Or
telephone (617) 973-3397.
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