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What Can They Tell Us about
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In recent years, average real wages have fallen, while the distribu-
tion of income has become less equal. This applies not just to the United
States, but to a number of countries. At the same time, “globalization”
has intensified, as national economies have become more closely con-
nected through increased international commerce. Has globalization
depressed wages and exacerbated inequality?

To address this issue, this article first presents some summary data
on globalization and income distribution. Consideration is then given to
various explanations of increasing income inequality. The author con-
cludes that convincing evidence has not yet been marshaled to support
the hypothesis that increased globalization has contributed substantially
to greater inequality, although globalization remains suspect. He ends
the article with some recommendations for policy. 3

This article explores the development of composite coincident
indexes summarizing the condition of the economy of New England and
its six states. The authors conclude that continued attempts to construct
coincident economic indexes at the regional level are worthwhile, for
several reasons.

A widely accepted and used index for the region does not exist,
although recent advances in statistical methodologies make such in-
dexes possible and practical. Second, the indexes presented are in
accord with what knowledgeable observers believe about the New
England economy and are less noisy than the observable data from
which they are generated. Their timeliness may at least partially fill the
information gap created by the lag in regional statistics, especially with
regard to personal income and gross state product. Finally, a method-
ology similar to the one employed in this paper could be used in the
development of additional indexes of regional activity that could help in
either analyzing current conditions or making forecasts. 17



=i

FLY

gontet -

Explaining New England’s
Export Performance: 1987 to 1993

Richard J. DeKaser and
Jane Sneddon Little

The recession of the early 1990s hit New England much harder than
the nation. Presumably, thus, New England firms are highly motivated
to seek rapidly growing markets wherever they may be—including
overseas. During the 1990-91 downturn, real net exports cut the depth
of the U.S. recession by half. Looking ahead, moreover, recent forecasts
by the International Monetary Fund suggest that world growth will
outpace U.S. growth in 1995. Despite New Englanders’ obvious incen-
tive to explore burgeoning foreign markets, however, the best available
data indicate that the region underperformed the nation in terms of
export growth from 1987 to 1993.

This article explores the reasons for the region’s below-average
merchandise export growth and concludes that it largely reflects the
relative importance of the regional computer industry and its recent
structural problems, not a pervasive “exporting problem.” Also contrib-
uting are New England exporters” traditional ties to markets in mature
industrial countries, such as Atlantic Rim countries, which suffered
severe recessions from 1990 to 1993. As the authors point out, however,
merchandise exports represent only one route to foreign consumers.
New Englanders are also reaching vibrant foreign markets, such as Asia
or Latin America, through exports of services and through sales made
by foreign affiliates of New England firms. The ongoing restructuring of
the regional economy suggests that these alternative paths are likely to
become increasingly important over time. 43
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dismay, but one in particular seems to justify for economics its hoary

reputation as ““the dismal science”: average real wages have fallen,
while the distribution of income has become less equal. This applies not
just to the United States, but to a number of countries. At the same time,
“globalization” has intensified, as national economies have become
more closely connected, or integrated, through increased international
commerce.

The correlation between rising income inequality and globalization
has inspired suggestions that globalization may have depressed wages
and exacerbated inequality, making the poor even poorer. For example,
in mid-1993 the head of the U.S. Council of Economic Advisers declared,
“Globalization has depressed the wage growth of low-wage workers.
It's been a reason for the increasing wage gap between high-wage and
low-wage workers” (quoted in Greenhouse 1993).

In addition, during the debate preceding congressional endorse-
ment of the North American Free Trade Agreement, U.S. opponents of
the Agreement alleged that free trade between the United States and
Mexico would impoverish many low-income workers in the United
States, but leave the well-to-do untouched. As Representative David
Bonior put it, “Whose side are you on? . . . Are you on the side of the
Fortune 500? Or are you on the side of the unfortunate 500,000 who will
lose their jobs if NAFTA passes? ... It's not fair to ask American
workers to compete against Mexican workers who earn $1 an hour or
less” (quoted in Rosenbaum 1993).

Paradoxically, similar concerns existed within Mexico. In the state
of Chiapas, one reported cause of the rebellion was fear among peasants
that NAFTA would depress their low farming incomes even further.
This anxiety is understandable. Rising income inequality has not been
limited to the United States, or even to the wealthiest countries; the gap
between the rich and the poor has widened in at least some of the

In recent years a number of economic phenomena have caused



countries with appreciably lower incomes, including
Mexico.! Is it possible that globalization has gener-
ated greater inequality within the poorer as well as
the richer countries?

To address these issues, this article first presents
some summary data on globalization and income
distribution. Consideration is then given to various
explanations of increasing income inequality, includ-
ing globalization. The primary purpose is to present
a concise summary and evaluation of published re-
search into this complex issue, although new ground
is also broken. Some recommendations for policy con-
clude the article. Many countries are included in the
analysis, with most attention given to the advanced
industrial countries, especially the United States.

I. Globalization and Income Distribution:
Some Summary Measures

Measuring the inequality between the incomes
received by only two people is a simple matter (once
income has been defined in a measurable way), but
summarizing the inequality of the different incomes
received by a large number of people is much more
difficult. An informative summary measure must
convey an impression of the dispersion of incomes, of
the degree to which incomes vary across the popula-
tion. For example, one might ascertain the level of
income that is exceeded by all but 20 percent of the
population, and also the higher level of income that is
attained or exceeded by only 20 percent of the pop-
ulation, The ratio of the two income levels—of the top
20th percentile to the bottom 20th (or of the top
quintile to the bottom quintile)}—would be one index
of inequality, or dispersion.

Alternatively, one might compute the percentage
share of the population’s total income that accrues to
those in, say, the top 20 percent and the share
accruing to those in the bottom 20 percent. Significant
inequality would be present if the top 20 percent
received substantially more, or the bottom 20 percent
received substantially less, than 20 percent of the
population’s total income. Other measures could be,
and are, employed.?

Although different researchers have used differ-
ent measures of inequality, and of income, a common
finding is that inequality has increased in recent
years. Much of the research has focused on the
United States. One such study, by Kevin Murphy
and Finis Welch (1993), reports that hourly wage
inequality among men in the United States increased
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continuously and smoothly from 1969 to 1990, the
latest year covered by the study. Another, by Shel-
don Danziger and Peter Gottschalk (1993, pp. 6 & 7),
notes a rise in family income inequality over approx-
imately the same period. For those who believe
consumption to be a better measure of welfare than
money income, David Cutler and Lawrence Katz
(1992) report that changes in the distribution of
consumption during the 1980s paralleled changes in
the distribution of income.

Significant inequality exists
between countries as well
as within them.

A graphic representation of U.S. household ex-
perience is presented in Figure 1. For this chart,
households were ranked from lowest income to high-
est and then divided into five groups of equal size.
This procedure reveals that between 1967 and 1992
the share of total household income received by the
top fifth of the households rose from 43.8 percent to
46.9 percent, while the shares received by the middle
three-fifths and the bottom fifth fell from 52.3 percent
to 49.4 percent and from 4.0 to 3.8 percent, respec-
tively. Moreover, this trend has been more pro-
nounced in the latter part of the period; in fact, the
share of the bottom fifth rose slightly during the first
10 years.

Studies of foreign countries have also discovered
a general tendency toward rising inequality.3 One of
the latest and most comprehensive analyses, pub-
lished by the Organisation for Economic Cooperation
and Development (1993), scrutinized data on work-
ers’ earnings for 17 OECD member countries and
found increases in inequality in 12 of them during the
1980s. The increases were generally small, however,
except in the United Kingdom and the United States.
Only in Germany did inequality decline.

! See Review of the Economic Situation in Mexico, vol. LXX, no.
821 (April 1994), pp. 175-76.

? For a succinct discussion of methods of measuring inequal-
ity, see Organisation for Economic Cooperation and Development,
Employment Outlook July 1993 (Paris: OECD, 1993), pp. 179-81.

3 See, for example, Blau and Kahn (1994), Katz, Loveman, and
Blanchfiower (1993), and Green, Coder, and Ryscavage (1992), as
well as sources cited below.

New England Economic Review



Figure 1

Share of Aggregate U.S. Household Income, by Quintile: 1967 to 1992
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Source: U.S. Bureau of the Census, Money Income of Households, Familias, and Persons in the United States: 1992, p.xviil.

Some key findings of the OECD study are sum-
marized in Figure 2, which relates to male workers,
for whom the greatest number of countries report
data. The underlying data are for deciles, with the
first decile (D1) defined as the upper limit of the
earnings of the bottom tenth of earners, the fifth
decile (D5) as the earnings level on either side of
which 50 percent of all earners lie, and the ninth
decile (D9) as the lower limit of the earnings of the
top tenth of earners.

As shown in this chart, during the 1980s the ratio
of the ninth to the fifth decile rose in all of the 12
countries included except the Netherlands and Swe-
den, while the ratio of the first to the fifth decile fell
in 8 of the countries.* By these measures, then, a
general tendency toward greater inequality pre-
vailed. A widespread tendency existed for the high-
est earners to earn more relative to those in the
middle, accompanied by a somewhat less pervasive
tendency for the lowest earners to earn less compared
to those in the middle.

Of course, significant income inequality exists
between countries as well as within them. In Figure
3, which summarizes data for 94 countries, it can be
seen that 30 had a total output per capita of less than
$2,000 in 1990, while at the opposite end of the
spectrum a few enjoyed output per capita in excess of
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$20,000. Moreover, the degree of inequality in per
capita GDP increased during the 1980s. From 1980 to
1990 the ratio of the top quintile to the bottom quintile
among these countries rose from 9.9 to 12.3, and the
coefficient of variation (another measure of disper-
sion) among the per capita GDPs rose from 88 to 98.

The general increase in inequality has occurred at
a time of increasing globalization, or integration, of
the world economy, as commerce between nations
has grown more rapidly than world output. For
example, between 1967 and 1993 the volume of world
trade expanded at a compound annual rate of 5.3
percent, while world output grew at a rate of 3.4
percent.5 And for many nations the value of their
exports and imports has risen in relation to their total
output.

This correlation between the increases in global-
ization and in inequality has fueled speculation that
the former has contributed heavily to the latter. Is this
speculation correct, or are factors other than global-
ization responsible?

To explain changes in price, economists com-
monly invoke the law of supply and demand. The

“ For Belgium, the eighth decile is used as a substitute for the

ninth.
® International Monetary Fund, World Economic Outlook, vari-
ous issues. Washington: IMF.

New England Economic Review 5



Figure 2

Changes in Ratios of Earnings Deciles for Men in the 1980s
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Source: OECD, Employment Outlook, July 1993, Table 5.2, pp. 159-161.

price, or earnings, of labor is no exception. Thus, the
following sections consider various factors, including
globalization, that might have influenced the supply
and demand for different categories of labor so as to
generate significantly greater inequality. Because the
relevant data for less-developed countries are very
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limited, most of the discussion relates to the ad-
vanced industrial nations.®

© Of the various sources tapped for this discussion, the most
valuable was Organisation for Economic Cooperation and Devel-
opment, Employment Outlook July 1993, pp. 157-77.

New England Economic Review



Figure 3
GDP per Capita in Terms of Current $
Purchasing Power Parity, 1990
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Source: Summers, Robert and Alan Heston, Penn World Table, 1993.

II. Supply-Side Influences

Many factors can change the relative supply of
different types of workers. Among the factors com-
monly deemed potentially most important are
changes in the age and educational composition of
the work force, including the effects of immigration,
and changes in the organization, especially unioniza-
tion, of the work force.

Immigration

An influx of skilled immigrants could lower the
relative remuneration of skilled workers in a country,
while an influx of unskilled could have the opposite
effect. During the 1980s the great majority of the
advanced industrial countries recorded net immigra-
tion. As the job-seekers among these immigrants
usually competed for low-skilled, low-paying posi-
tions, the likely net impact was to contribute to the
rise in inequality.

The size of the impact was probably small, how-
ever, with the possible exception of the United States.
The United States experienced not only relatively
sizable immigration, but also a substantial illegal
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component of generally unskilled and inexperienced
job-seekers. While this influx surely operated to re-
duce the earnings of the less skilled relative to those
of more skilled workers, the influx could hardly have
been large enough to account for all, or even most,
of the reduction that occurred (Bound and Johnson
1991, esp. pp. 83-84).

Other industrial countries generally absorbed
comparatively fewer immigrants. Moreover, Italy,
Portugal, and Spain, which absorbed relatively large
numbers from less-developed countries, did not ex-
perience exceptional increases in earnings inequality.
Thus, as the OECD study notes, immigration proba-
bly played a minor role in generating greater inequal-
ity within the industrial countries as a group.

Changes in Age Composition

During the early 1980s the populations of many
industrial countries included relatively high numbers
of 15- to 24-year-olds. Their entry into the work force
could be expected to place downward pressure on the
comparatively low pay typically received by young
and inexperienced workers, thereby widening the
degree of inequality. Indeed, the relative earnings of
the young did decline during the decade in a number
of these countries.

More than age may have been at work, however.
As these “baby boomers” aged and the relative supply
of 15- to 24-year-olds decreased during the latter 1980s,
the comparative wage paid to these young workers
might have been expected to recover. Noting that such
wage recoveries were not universal and did not occur
in the United States, analysts have suggested that
it was relatively weak demand for less educated
workers—including the typical young person—rather
than mere inexperience, that may have depressed the
comparative earnings of this age group.

Changes in Educational Composition

With regard to this matter of education: on the
supply side, a marked rise occurred in the percentage
of the work force with college education in industrial
countries during the 1980s. As reported in Table 1, this
rise ranged from roughly 2 to 6%2 percentage points
for the countries for which data are readily available.
Other things equal, it would seem that the relative
remuneration of these highly educated workers
should have declined as their relative numbers grew.

That this decline did not generally ensue is
obvious in Table 2, which includes the countries from

New England Economic Review 7



Table 1
Percentage of Work Force or Population

with College Education
Country and Population Group

Year and Percent

Australia: for full-time, full year 1981-82  1988-90
males in work force 9.1 13.4
France: for males over 15 years 1980 1989
of age 8.3 11.8
Germany: for working-age 1982 1989
population 7.4 9.4
Japan: for all employees 1979 1990
17.9 225
Sweden: for total labor force 1980 1989
16.6 23.1
United Kingdom: for total 1979 1989
population aged 16 to 60 12.0 18.3
United States: for total population 1979 1989
aged 18 to 64 16.6 215

Source: Organisation for Economic Cooperation and Development,
Employment Outlcok July 1993 (Paris: OECD, 1993), p. 172.

Table 1 for which earnings data by educational level
could be obtained. In fact, increases rather than
decreases were the rule. Among these five countries,
the United States and the United Kingdom experi-
enced the greatest increases in relative earnings of
college-educated men, even though they also experi-
enced substantial increases in their proportions of
college-educated workers.

Again, it seems clear that demand as well as
supply-side influences must be taken into account if
the rise in inequality is to explained. First, however,
one more supply-side factor will be considered.

Organization of the Work Force

Whether and how the work force organizes to
bargain over the terms on which it supplies its labor
could have a pronounced effect on the degree of
earnings inequality. Thus, changes in the extent of
unionization often receive attention in studies of
changing inequality. As a general rule, countries with
more highly unionized work forces exhibit lower
degrees of inequality. Moreover, the widespread rise
in inequality during the 1980s was accompanied by a
fall in unionization rates in nearly all industrial coun-
tries, including the United States.
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Table 2
Change in Ratio of Earnings of College-
Educated to Earnings of Less Educated,
for Men

Five-Year
Terminal Annual
Country and Initial Year Year and Average
Educational and Ratio Ratio Change in
Groups Value Value Ratio®
Australia:
University/trade 1982:7 1990:® +.03
Japan:
College/upper .
high school 1979:1.26 1987:1.26 .00
Sweden:
University/post-
secondary 1981:1.16 1986:1.19 +.03
United Kingdom:
University/no
qualification 1980:1.53 1988:1.65 +.08
United States:
College/high
school 1979:1.37 1987:1.51 +.09

PAverage annual arithmetlic change in the ratios calculated on a
five-year basis.

PRatio values not supplied by OECD.

Source: Organisation for Economic Cooperation and Development,
Employment Outlook July 1993 (Paris: OECD, 1993), p. 171.

How much of the increased inequality should be
attributed to diminished unionization is question-
able, however. Diminished unionization may be not
so much a cause of increased inequality as a conse-
quence of other changes that not only reduced union-
ization rates but enhanced the bargaining power of
skilled relative to unskilled workers more generally.
These changes include the shift away from standard-
ized production systems toward “non-standard”
forms of work (a shift facilitated by more sophisti-
cated computers), the shift of employment toward
the service sector (with its smaller firms commonly
not unionized), and the adoption by many govern-
ments of more conservative, freer-market policies.

III. The Role of Demand

As has been noted, the relative earnings of the
college-educated rose during the 1980s even though
they came to account for a larger proportion of the
work force. This outcome implies that the demand for
increases in the college-educated proportion may

New England Economic Review



have been growing faster than that proportion.
Among the factors commonly suspected of generat-
ing this growth in demand are the business cycle,
shifts in demand between industries, international
trade, and technological progress.

The Business Cycle

Recessions might be expected to boost the rela-
tive earnings of skilled workers. The fact that the
unskilled are more likely to be laid off seems to imply
that the demand for their services weakens relative to
that for skilled workers. Also, skilled workers may
compete for jobs that in better times would be left to
the unskilled, putting further downward pressure on
the relative wages of the unskilled. During recoveries
this process would reverse, and the relative earnings
of the unskilled would tend to recover.

In general, earnings inequality
rose, rather than declined, in
industrial countries during the

second half of the 1980s, even as
unemployment rates declined.

While this process may be at work, the effects it
might have generated have been outweighed by
other influences. In general, earnings inequality rose,
rather than declined, in industrial countries during
the second half of the 1980s, even as unemployment
rates declined. The United Kingdom and the United
States stand out for marked increases in inequality
during all phases of the economic cycles of the decade.

Shifts in Demand between Industries

Another factor that would operate to raise the
relative earnings of skilled labor would be a shift in
demand favoring relatively more employment in in-
dustries utilizing largely skilled labor and relatively
less employment in other industries. In fact, shifts in
employment between industries accounted for only a
small part of the overall increase in relative earnings
of skilled labor during the 1980s in virtually all of the
countries for which data are readily available. Much
more important was the increase in inequality within
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industries. Corresponding to this fact, the proportion
of college-educated workers rose within all sectors of
the economies of such countries.

Thus, shifts in employment from the manufac-
turing sector to the service sector—sometimes labeled
“deindustrialization”—seem unlikely to account for
the increase in inequality. Other explanations hold
more promise.

International Trade: Preliminary Considerations

Both economic theory and common intuition
suggest that trade with less-developed countries
could lower the relative wages of the unskilled in
industrial countries. The ratio of unskilled to skilled
workers is lower in industrial than in less-developed
countries, and the supply of goods produced by
unskilled workers is also relatively smaller. Thus,
other things equal, industrial countries demand
products made with comparatively large inputs of
unskilled labor from the less-developed countries,
while the latter demand the products of skilled labor
in exchange; and this pattern of reciprocal interna-
tional demand operates to reduce the relative earn-
ings of the unskilled in industrial countries and to
raise them in the less-developed.

Persuasive as this argument may be, it rests on
assumptions that may well be invalid. For example,
it assumes that both the composition of demand
for various goods and the techniques of production
are the same (or inconsequentially different) in less-
developed as in industrial countries. Even more
extreme assumptions are required to support an
argument that trade with less-developed countries
reduces the level of the real wage, not just the relative
wage, of the unskilled in industrial countries.

Aside from the theorizing, quantitative analyses
of the impact of trade have yielded differing results.
The weight of expert analysis has held that trade has
had only a minor influence on income distribution,
but this view is far from universal. The next sections
consider the two most extensive—and conflicting—
empirical studies of this issue.

An Argument That Trade Has Increased Inequality

In an imposing new book, Adrian Wood, a
British economist, argues that trade with developing
countries has significantly depressed the earnings of
unskilled labor in the advanced countries. To begin
with, Wood (1994) points out that the developing
countries increased their exports of manufactures to

New England Economic Review 9



the advanced countries at a rapid rate—about 15
percent per year in real terms—between 1960 and
1990. (He might also have noted that manufactures
from developing countries have comprised a rapidly
growing share of all manufactured imports into de-
veloped market economies, rising from 4.8 percent of
the total in 1970 to 8.6 percent in 1980 and 13.7
percent in 1990.)” This growth he attributes chiefly to
a reduction in barriers to trade, including reductions
in transportation and communication costs as well as
in tariffs and other government restrictions.

A British economist argues that

trade with developing countries

has significantly depressed the
earnings of unskilled labor
in the advanced countries.

Almost without exception, previous analyses
have found such trade to have little impact on labor
markets in industrial countries. Wood asserts that
these studies grossly underestimate the true impact,
often because of a mistaken assumption about the
labor content of goods imported by the advanced
countries from developing countries. The studies
commonly assume the labor content of these imports
to be the same as the labor content of comparable
categories of goods manufactured in the advanced
countries. However, these supposedly comparable
categories are seldom identical to the developing
country goods, which have generally gone out of
production in the advanced countries under compe-
tition from developing countries. Production of truly
identical goods in the advanced countries would
require much more unskilled labor than the compa-
rable (but not at all identical) categories of goods that
have survived the competition from developing
countries. Thus, previous studies greatly underesti-
mate the impact of goods from developing countries
on relative wages in the advanced countries.

To avoid this alleged error, Wood calculates new
estimates of the unskilled labor that would be needed
in the advanced countries to duplicate and replace
their manufactured imports from developing coun-
tries. The estimates are based on measures of labor
input used in the developing countries, adjusted to
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reflect the effect on that labor input that would be
exerted by differences in relative labor (and capital)
prices between the advanced and developing coun-
tries. On the basis of these new estimates, the growth
of trade in manufactured goods between the ad-
vanced and developing countries is said to have
brought about a cumulative reduction in the demand
for unskilled labor of about 9 million person-years in
manufacturing in the advanced countries as of 1990.

Even this figure is claimed to be too low, how-
ever, on two counts. First, it fails to recognize that
advanced country manufacturers, under competitive
pressure from the developing countries, have made
innovations that economize on unskilled labor. Such
innovation is estimated to have diminished the de-
mand for unskilled labor in advanced country man-
ufacturing by roughly another 9 million person-years.
Second, the figure should be enlarged to encompass
the impact on the services industries in the advanced
countries, both the industries that supply services to
manufacturers there and face no international com-
petition and also the services industries that face
competition from the developing countries.

With these two corrections, the total reduction in
demand for unskilled labor in the advanced countries
is said to be roughly 36 million person-years, equiv-
alent to a reduction in demand for unskilled relative
to skilled labor of approximately 20 percent. Al-
though this estimated shift in demand took place
over three decades, it was concentrated in the 1980s.
According to Wood, this shift was the main cause, on
the demand side, of the increased inequality during
the 1980s between the earnings of the skilled and the
unskilled.

Central to Wood'’s analysis is his calculation of
the labor content that would be required in the
advanced countries to duplicate and replace the man-
ufactured goods imported from the developing coun-
tries. The calculation assumes that the methods used
to produce those goods in the developing countries
are essentially the same as would be used in the
advanced countries, the only difference being that
developing country producers would use, say, eight
hours of unskilled and two hours of skilled labor to
manufacture a product that advanced country pro-
ducers would make with, say, four hours of unskilled
and three hours of skilled labor—the difference being
attributable not to any difference in the technology

7 See United Nations Conference on Trade and Development,
Handbook of International Trade and Development Statistics 1992 (New
York: United Nations, 1993), p. 94.
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used but to the relatively lower wage of unskilled
labor in the developing countries.

However, it seems unlikely that the advanced
countries use, or would use, the same technology as
the developing countries to produce all, or even
most, of the goods that are shipped from the devel-
oping to the advanced countries. For one thing, so
much labor would be used in the advanced countries
that the goods might well become prohibitively ex-
pensive.8 In addition, research has discovered sizable
and persistent gaps across even the advanced coun-
tries in both labor and total factor productivity by
industry, a finding consistent with significant tech-
nological differences (Golub 1994, p. 289). Finally, it
might be noted, the more closely the developing
countries have in fact duplicated the technology of
the advanced countries, the slimmer the grounds for
classifying them in a lower stage of development and
assuming that they have an abundance of unskilled
workers.

A Contrary Analysis of the Impact of Trade

An alternative approach to analyzing the impact
of international trade on inequality starts by examin-
ing the behavior of certain prices believed to be
closely related to relative wages. As already noted, it
seems that less-developed countries relatively well-
endowed with unskilled labor should export manu-
factures made largely by such labor to the advanced
countries, while the latter should export in return
manufactured items made with comparatively greater
inputs of skilled labor. As a consequence of such
trade, in the advanced countries the price of goods
with a comparatively large unskilled-labor content
would tend to fall relative to the price of goods with
a comparatively large skilled-labor content, and the
relative wage of unskilled labor would also decline.
By contrast, in the less-developed countries, such
trade would tend to lower the relative price of goods
with a comparatively large skilled-labor content,
and thus to lower the relative wage of skilled labor.
By this line of reasoning, if trade is to be held
responsible for the decline in relative earnings of
the unskilled in advanced countries, one should
observe a decline in those countries in the relative
prices of goods with comparatively large unskilled-
labor content,

In fact, no such relative price decline is evident,
at least for the United States, according to a recent
analysis by Lawrence and Slaughter (1993). On the
contrary, the relative price of traded goods produced
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with comparatively large inputs of unskilled labor
rose slightly, rather than declined, in this country
during the 1980s. By this test, then, international
trade did not contribute to the rise in inequality.

A related test can also be performed. If trade had
driven down the relative cost of employing unskilled
labor, industries should have raised the ratio of
unskilled labor to skilled labor that they employ,
other things equal. It would be possible for all indus-
tries to make this shift, even though the labor force
remained unchanged, by altering the proportions in
which total output is divided among them. Industries
employing comparatively large ratios of unskilled
labor would contract their output under competition
from similar industries in the less-developed coun-
tries, although the overall proportion of unskilled
among the work force they retained would rise be-
cause of the relatively lower wage now paid such
workers. Other industries would raise the ratio of
their unskilled to skilled labor by absorbing the
comparatively large numbers of unskilled workers
released from the contracting industries.

Again, not this shift, but the opposite shift, was
detected by Lawrence and Slaughter. Throughout
U.S. manufacturing a pervasive decline has occurred
in the ratio of unskilled to skilled labor. And again,
international trade seems exonerated of the charge of
generating greater inequality.

These findings are not conclusive, however. It
is possible that trade with less-developed countries
did tend to influence prices so as to generate greater
inequality, but that this influence was offset by other
forces. Lacking convincing evidence of such a phe-
nomenon, many analysts speculate that technological
change, rather than international trade, played the
leading role—but not the sole role—in raising the
relative earnings of those near the top of the earnings
distribution.

Technological Change

Technological progress, or advances in know-
how, can take various forms. If it raises the output
of the typical skilled worker relative to that of the
unskilled, the demand for skilled workers will grow
compared to that for the unskilled, other things

8 Richard N. Cooper, “Foreign Trade, Wages and Unemploy-
ment,” unpublished paper, Harvard University, Cambridge, MA,
July 1994. Cooper estimates that increased import competition
from developing countries accounts for only 10 percent of the
relative decline in wages of U.S. unskilled workers during the
1980s.
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equal, thereby raising the relative earnings of the
skilled.

Several pieces of evidence suggest that such
“skill-biased” technological progress may well have
taken place during the 1980s in the advanced coun-
tries. First, the relative earnings of the skilled rose
even though the relative supply of these workers also
grew. Second, the relative earnings of the skilled rose
within virtually every industry. Finally, the relative
earnings of highly educated workers and the share of
highly educated workers as a percentage of total
employment are highest in the most technologically
advanced industries, such as those using sophisti-
cated computers.

Many analysts speculate that
technological change, rather than
international trade, played the
leading role—but not the sole
role—in raising the relative
earnings of those near the top
of the earnings distribution.

One problem with this explanation of the in-
crease in inequality is that in some countries inequal-
ity increased not only between groups of workers
with different measured skill levels, but also among
workers in the same skill groupings. It may well be,
however, that the measured skill groupings are so
broad as to conceal significant within-group skill
differentials, and that the increased within-group
inequality merely reflects the growth in relative de-
mand for the more skilled at all levels.

Other problems in relying on technological
change as the primary explanation are not so easily
dismissed. For one thing, direct measures of techno-
logical change are not available to support the expla-
nation; one must rely on indirect evidence. For an-
other, the slow growth in productivity and real wages
in many advanced countries during the 1980s some-
what undermines the hypothesis that technological
progress has been a powerful force.

What does seem likely is that the same causal
forces have been at work in many advanced coun-
tries, in view of the widespread nature of the increase
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in inequality. The cross-country experience with in-
equality is examined further in the next section.

IV. Casting a Wider Net:
A Preliminary Investigation

The preceding discussion has focused on the
advanced countries, primarily because much more of
the relevant data are available for them than for the
less-developed countries. Nonetheless, some useful
data are available for the less-developed countries,
and these data, together with data for the advanced
countries, permit an examination of a much wider
range of experience than that in the advanced coun-
tries alone. Casting the exploratory net over more
countries may yield additional insight, even though
the broader data base leaves much to be desired.

As stated at the beginning of this article, inequal-
ity can be measured in different ways. The measure
that has been published and that will be used for the
broad range of countries examined here is the per-
centage share of the population’s total income or
consumption expenditure accounted for by those in
the highest 20 percent of income recipients or con-
sumption spenders, on the one hand, and by those in
the lowest 20 percent, on the other hand. Because
this measure was not compiled for all countries in the
same way or for the same year, only rough compari-
sions across countries can be made.

As can be seen in Figures 4 and 5, the 65
countries for which this measure is available have
varied considerably in their degree of inequality. In a
few countries, the top 20 percent of the population
has received as much 60 to 70 percent of the total
income or consumption, although the most typical
proportions have been 35 to 45 percent. At the other
extreme, in some countries the bottom 20 percent of
the population has received as little as 1 to 3 percent
of the total income or consumption, with the typical
proportions ranging between 5 and 7 percent.

What accounts for this variation from one coun-
try to the next? The answer to this question should
help us to discover what causes changes in inequality
over time within individual countries. The preceding
discussion has cited a number of influences, or vari-
ables, that could generate inequality. For some of
these variables, lack of data prevents their inclusion
in a comprehensive statistical analysis, but for a
number of key variables the data are available for
many countries. Specifically, in an attempt to explain
some of the variation in inequality across countries,
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Figure 4
Percentage Share of Income or
Consumption Accruing to the
Highest 20 Percent of the Population

MNumber of Countnas (65 in All)
20

Percentage Share of Income or Consumption Accruing 1o the
Highest 20 Percent of the Population

Source: Warld Development Report 1994, World Bank (1924), Table 30.

the analysis undertaken in this section utilizes data
for the age and educational composition of the pop-
ulation of each country, for the share of the country’s
output that consists of services, and for the extent of
the country’s integration into the world economy.

With respect to age, it is commonly assumed that
a worker’s earnings generally rise with age during his
or her productive working lifetime, since age usually
brings experience and seniority. But if experienced
workers become relatively numerous, competition
among them will tend to decrease the share of the
total income accruing to the higher earners. Accord-
ingly, this analysis posits that as the percentage of
the population aged 40 to 64 rises, the share of the
population’s income accruing to the top 20 percent
declines, other things equal.

Similar reasoning applies to the relationship be-
tween the percentage of the labor force that is well-
educated and the percentage of income that is re-
ceived by the top quintile of the population. Thus,
the latter percentage is expected to diminish as the
well-educated become relatively more numerous,
unless offsetting influences prevail. For the broad
spectrum of countries being considered, a well-edu-

November/December 1994

cated member of the labor force is here defined as a
person aged 25 or older who has completed at least a
secondary education.

It may be that a country’s relative demand for
skilled workers grows as the country concentrates
more on the production of services and less on the
production of goods. This is not to say that ““deindus-
trialization”” as such begets inequality, but that the
transition to a more service-oriented economy is
associated with a comparatively greater demand for
many types of skilled labor. Thus, the present anal-
ysis examines whether the share of income received
by the top 20 percent of the population tends to rise
with the share of the country’s output consisting of
services.

Last but by no means least is the relationship
between globalization and inequality. One measure
of the degree to which a country has become “glob-
alized” is the ratio of its international trade in goods
and services to its total output. This ratio is a general
index of the country’s integration or interdependence
with the world economy. The question addressed
here is whether the share of income accruing to the

Figure &
Percentage Share of Income or
Consumption Accruing to the
Lowest 20 Percent of the Population

Mumber of Countries (65 in Alll

* =1 Rl P, el
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Percentage Share of Income or Cansumption Accruing to the
Lowsst 20 Percent of the Population

Source: World Development Report 1994, World Bank (1994), Table 30
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top 20 percent of the population rises as this measure
of globalization rises, other things equal.

The results of the analysis, which are reported in
more detail in the appendix, reveal statistically sig-
nificant relationships of the kind expected between
the share of income or consumption accruing to the
top 20 percent of the population, on the one hand,
and the measures employed for age, education, and
services, on the other hand, for the 48 countries that
could be included.® From country to country, the
income share going to the top quintile tends to fall as
increases occur in the percentage of the population

Analysis reveals statistically
significant relationships between
the share of income or
consumption accruing to the top
20 percent of the population and
the age of the working population,
the percentage that is well-
educated, and the share of output
consisting of services—but not the
degree of globalization.

aged 40 to 64 and in the percentage of the population
aged 25 or over with at least a secondary school
education. Also, that income share tends to rise with
the percentage of the country’s gross domestic prod-
uct that consists of services, However, no significant
relationship was discovered between the income
share of the top 20 percent and the degree of global-
ization.

These results generally correspond with the
views expressed in other studies of inequality. Like
those studies, the analysis undertaken here is hand-
icapped by the lack of a reliable measure of techno-
logical change, and would have to appeal to some
unmeasured phenomenon such as technological
change to explain the bulk of the variation observed
in internal inequality across countries.
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V. Conclusion

Within many countries, the incomes received by
the inhabitants became less equal during the 1980s.
Among the possible explanations, immigration flows
and changes in the age composition of the popula-
tion, and perhaps changes in the organization of the
work force, seem to have influenced the supply of
labor so as to engender higher inequality in at least
some of the advanced countries. For most analysts,
however, the key factor has been skill-biased techno-
logical change, which presumably has rapidly raised
the relative demand for skilled labor.

Convincing evidence has not yet been marshaled
to support the hypothesis that increased globalization
has contributed substantially to greater inequality.
But globalization remains suspect, and if it is believed
to have this effect, what would be the proper policy
response? It is easier to specify what should not be
done than to specify what should be done.

Protectionist measures that would limit the de-
gree of globalization, or of world economic integra-
tion, should be eschewed, because increasing inte-
gration surely benefits the world economy by
introducing greater efficiency, thereby raising world
output per capita. If increasing inequality is judged
undesirable, measures should be considered to redis-
tribute income with minimal impairment of incen-
tives and efficiency. And if the relative demand for
skilled labor is in truth rapidly increasing, that fact
bolsters the case for enhancing the quality of educa-
tion and specialized occupational training (under-
standably, a favorite recommendation of academic
researchers).

Prudence would favor keeping an open mind on
the question of what has produced the rising inequal-
ity observed in so many countries. Research into the
issue has been largely probing, preliminary in nature,
and definitive answers have yet to be discovered. As
with many other complex social phenomena that
economics tries to unravel, satisfactory explanations
do not come easily.

? Simultaneity may be present, but probably not crucially, in
the equation specified in the appendix.
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Appendix

Following is the estimated regression equation dis-
cussed in the section entitled, “Casting a Wider Net: A
Preliminary Investigation.”” Forty-eight countries were in-
cluded in the estimation, with data primarily for the 1980s.
T-statistics are in parentheses and, if starred, are signifi-
cantly different from zero at the 0.05 level under the one-tail
test appropriate for the hypotheses under consideration.

H20 = 53.35 — 0.90A — 0.20E + 0.27S + 0.03; R? = 0.46;
(7.89) (—4.24)* (~1.74)* (1.94)* (0.52)

where

H20 = percentage share of income or consumption expen-
ditures attributable to the highest 20 percent of the
population;

= percentage of population aged 40-64;

= percentage of population aged 25 or over having

completed secondary or higher education;

services production as a percentage of GDP; and

= 14 (exports + imports) as a percentage of GDP, a
measure of integration.
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Economic Indicators reaches about 6,000 subscribers. Many of these
readers undoubtedly want to know: “How is the New England
economy doing?”’ In response, Indicators offers a comprehensive compi-
lation of timely data. Yet no one of these indicators can possibly provide
an overall assessment of the New England economy. Nor can any other
individual piece of information offered by other regional or state agencies.
This article explores the development of composite coincident
indexes summarizing the condition of the economy of New England and
its six states. While composite indexes have long been used to analyze
the national economy, they may be needed even more for regions
because of the lack of current comprehensive measures of state activity,
as well as the frequent lack of clarity in indicators that are available. The
article discusses two approaches to constructing composite indexes, the
traditional averaging method used by the U.S. Department of Com-
merce and a latent variable method advanced by two academic research-
ers, James Stock and Mark Watson, and recently applied to states in a
study conducted at the Federal Reserve Bank of Philadelphia. A general
model for deriving a coincident economic index is described, along with
its relationship to the Stock-Watson and Philadelphia Fed research. The
Philadelphia Fed specification is then applied to the New England states
in order to measure how regional business cycles have compared with
national cycles. In addition, an alternative composite coincident index
is constructed for Massachusetts, using as inputs newly developed data
based on state tax collections, which have the advantage of being quite
timely and not subject to revisions (in contrast to more commonly used
indicators).
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I. Motivations

Composite indexes of U.S. economic indicators
have a long history. Originally developed a half
century ago by researchers at the National Bureau of
Economic Research, a private organization, such in-
dexes are now issued monthly by the U.S. Depart-
ment of Commerce. The government’s index of lead-
ing indicators gets widespread attention when it is
released. Less noticed, but released just as fre-
quently, are the index of coincident indicators, which
measures the current state of the national economy,
and the index of lagging indicators.

Composite indexes are attractive because of their
simplicity and compactness. Interest in economic
trends is widespread, but most people have neither
the time nor the inclination to try to interpret each
individual piece of economic data that becomes avail-
able. Furthermore, even for professional observers
of the macroeconomy, individual indicators may be
problematic. Any particular economic series may give
an ambiguous signal, or it may contradict another
piece of data.

‘National composite indexes (and individual indi-
cators) may be misleading for regions because re-
gional business cycles do not parallel national cycles
exactly. For example, the strongest recoveries from
the early 1980s recessions occurred on the East and
West Coasts, and several interior states lost employ-
ment or showed virtually no gain in employment for
several years after the national economy had picked
up (Bradbury and Kodrzycki 1992). By contrast, in the
upturn from the most recent national recession of
1990-91, it is widely acknowledged that the New
England states and California were laggards. New
England also headed into that recession well before
the nation.

Composite indexes of coincident indicators may
be particularly valuable for regional analysis because
other available data are limited. For one thing, fre-
quent and timely information on overall economic
activity is lacking for states. As noted by others (see
especially McNees and Tootell 1991 and Crone 1994),
gross state product (GSP) is issued only annually,
with a long lag. Data for 1991, for example, were
made available in August 1994. State personal income
scores higher (but not high) in terms of availability. It
is issued quarterly, about four months after the end
of the quarter. In addition, personal income may be
problematic as an indicator of state economic activity
because it includes income that a state’s residents
earn from assets located elsewhere and from transfer
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payments (such as Social Security and unemploy-
ment benefits).! Employment is undoubtedly the best
commonly available current measure of state eco-
nomic activity. Data are issued monthly, with a lag of
only one or two months. Economic activity is mea-
sured only imperfectly by employment, however. For
one thing, output changes with no change in labor
demand as productivity varies over time and over the

Employment is undoubtedly the
best commonly available current
measure of state economic
activity, but it measures
only imperfectly.

business cycle. Furthermore, the demand for labor
can vary without a resulting change in the number of
people who are employed. For example, given labor
costs that depend more on the number of workers
than the length of the workweek (such as training
costs, unemployment insurance taxes, or require-
ments for employer provision of employee health
insurance coverage, as exist in some states), employ-
ers may find implementation of longer work hours
for existing staff to be a less expensive means of
increasing production than additional hiring.

A second reason for the potential attractiveness
of composite indexes at the regional level is that
individual economic indicators tend to be quite noisy.
Month-to-month volatility is a by-product of the
inherently small state samples for indicators that are
obtained as part of a national survey, as well as the
limited resources of’ state governments for supple-
mental data-gathering efforts. For example, initial
payroll employment statistics are obtained from a
survey of selected business establishments and then
revised annually to reflect information obtained
through the unemployment insurance program
(which covers almost all employers). The March 1994

! The quarterly personal income data separately identify
wages and salaries earned in-state. But in-state business and
investment income cannot be extracted from the remaining
amount of personal income, as further breakdowns are available
only annually at best. To the extent that economic activity is taken
to mean consumption rather than income from current production,
however, it may be argued that (unadjusted) personal income is an
appropriate indicator.
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benchmark revisions moved the reported recent cy-
clical trough for New England employment by close
to two years, from August 1993 to December 1991. As
another example, the measured monthly unemploy-
ment rate for the New England states has jumped by
at least half a percentage point between three times
(in Connecticut and Rhode Island) and eight times (in
Massachusetts) during the past three years.2 During
the same period, the national unemployment rate
never showed a change of this magnitude in a single
month.

Despite the potential usefulness of developing
composite indexes to supplement other data, state
governments do not routinely issue such informa-
tion. Furthermore, only scattered efforts along these
lines have appeared on the part of other researchers.

II. Methodology

Traditional indexes of economic indicators are
weighted averages of the economic indicators used
to construct the index, with the weights chosen by
judgment. Notwithstanding many complications and
refinements, the Commerce Department composite
coincident index exemplifies this traditional approach
(Green and Beckman 1992 and 1993). Similar indexes
for California and Texas have also been developed
(California Department of Finance 1976 and Philips
1990), and nine composite regional performance mea-
sures are issued regularly by the Conference Board.?

National indexes of economic indicators have
long been scrutinized both for their accuracy and for
their conceptual validity. While different authors
have reached varied conclusions regarding the em-
pirical qualities of composite indexes, a consensus
has developed that the traditional method is based
neither on appropriate statistical methodology nor
on an explicit economic theory (see Koopmans 1947,
Auerbach 1982, de Leeuw 1991).

The more recent conceptual foundation of a
composite economic index is the Sargent-Sims (1977)
single index model of the economy. The key idea is
that the current state of the economy is unobservable
but may be detected by finding the co-movement in a
selected set of observable economic indicators. The
remaining movement in each economic indicator rep-
resents its idiosyncratic componen t—that is, the part
unrelated to the state of the economy.*

Stock and Watson developed a methodology to
estimate models based on the Sargent-Sims concept
and used this methodology to derive new national
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composite economic indexes. Specifically, Stock and
Watson (1989, 1992) set out to provide a more solid
statistical foundation for the composite coincident
index released by the Department of Commerce,
using the technique developed in their 1988 article.
Even though Stock and Watson’s estimated weights
for individual indicators differ somewhat from those
used to form the Department of Commerce series, the

Traditional indexes of economic
indicators are weighted averages
of the indicators used to construct
the index, with the weights
chosen by judgment.

correlation between the two indexes is 0.936 and they
appear to move quite closely over individual business
cycles. Stock and Watson (1993) went on to develop
an alternative leading index.?

Crone (1994) applied the Stock-Watson method-
ology to the states in the Philadelphia Federal Re-
serve District. He attempted to find the closest pos-

? The Massachusetts sample for computing the unemploy-
ment rate is about 2,300 households. In the other New England
states, samples of only about 500 to 600 are used, but the survey
results are supplemented by econometric estimates in order to
smooth the results.

3 Dua and Miller (1994) recently used a similar methodology to
develop coincident and leading indexes of employment for Con-
necticut. For an alternative, econometric study of regional employ-
ment, see McNees and Tootell (1991).

4 Any given economic indicator may move independently of
the state of the economy for a variety of reasons. Typical explana-
tions for short-term movements include measurement error, fluc-
tuations in the weather, the timing of holidays, the occurrence of
labor strikes, or political developments. Indicators may follow
different patterns over longer periods of time, for example, if some
are sensitive to demographic trends, while others reflect the
procedures for conducting monetary policy.

5 It may be argued that although the Stock-Watson leading
index is based on a more rigorous view of the relationship between
a composite index and the state of the economy than is true of the
Commerce Department measure, Stock and Watson’s choices of
underlying leading indicators are not any more rooted in economic
theory (in the sense of de Leeuw 1991). Empirically, the inability of
their revised leading indicator model to predict the 1990-91 reces-
sion was attributable in great part to the choice of indicators,
especially the inclusion of financial variables. The Stock-Watson
composite coincident index is less controversial, as it uses data
series similar to those in the Commerce Department index. Indeed,
its performance in the most recent business cycle appears to have
spurred revision of the Commerce Department index of coincident
indicators (Green and Beckman 1993).
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sible state analogues to the four indicators used in the
Commerce Department’s national index: the number
of jobs in nonagricultural establishments, inflation-
adjusted manufacturing and trade sales, inflation-
adjusted personal income less transfer payments,
and an index of industrial production. State establish-
ment employment and real retail sales come reason-
ably close to the first two national data concepts.
Lacking state counterparts for the remaining compo-
nents of the national index, Crone substituted aver-
age weekly hours in manufacturing and the unem-
ployment rate in the state models. When Crone had

The more recent concept of an
economic index holds that the
current state of the economy may
be detected by finding the
co-movement in a selected set of
observable economic indicators.

combined these four variables in a national model,
they came fairly close to reproducing the Commerce
Department index. The state indexes produced by
this approach indicated that recessions have gener-
ally occurred in the mid-Atlantic states at times of
national recession, but that their duration often was
different.®

Conceptually, the Stock-Watson and Crone in-
dexes differ somewhat from the Sargent-Sims single
index representing the state of the economy. Stock
and Watson observed that the variables entering the
Commerce Department coincident economic index
are not cointegrated. In non-technical terms, this
means that the series do not share a common long-
run trend and therefore they can move arbitrarily far
apart.” By differencing the variables in the model,
Stock and Watson were able to derive an index that
captures the common high-frequency (that is, purely
cyclical) movement in the data.

Since the work of Nelson and Plosser (1982), it is
commonly acknowledged that most economic time
series appear to be subject to (semi-) permanent as
well as temporary shocks. For example, business
“cycles” can be influenced by lingering effects from
shifts in productivity that occurred much earlier (and
that show up also in a trend that varies over time), as
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well as by purely cyclical disturbances.® As noted by
Stock and Watson (1988), economic indicators will
share a common stochastic trend—and therefore can
be used to form a single economic index that captures
this newer, hybrid view of business cycles—only if
they are cointegrated.

Empirically, it is possible that composite indexes
may yield similar estimates of turning points in the
economy, regardless of the underlying concept of the
relationship between trends and cycles. But generat-
ing a model using data that are cointegrated with
each other and with an overall measure of economic
activity (such as gross domestic product or gross state
product) has one clear advantage: In this case, the
movement of the economic index over longer time
horizons can be interpreted as the rate of growth in
the economy, and it can reliably be used to compare
the state of the economy for two dates that are
relatively far apart—such as successive business cycle
peaks or troughs.? Therefore, all else equal, it is
preferable to use cointegrated data in forming a
composite index.10

II1. Modeling the State of the Economy

This section addresses modeling and estimation
issues in the development of economic indexes.
Readers interested only in empirical results may wish
to skip to Section IV.

¢ Pennsylvania suffered longer recessions than the nation, for
example, and New Jersey had relatively severe downturns around
the time of the national recessions of 1973-75 and 1990-91, but
relatively modest downturns in the early 1980s.

7 For further discussion of cointegration, see Engle and
Granger (1987), Dickey, Jansen, and Thorton (1991) and Hamilton
(1994, Chapter 19). For an example applying this concept to an
analysis of consumption behavior, see Fuhrer (1992). Cointegrated
series individually are nonstationary (that is, they contain a trend),
but a linear combination of them is stationary (trendless).

# Mathematically, the economy is represented by a difference
stationary process—that is, a combination of a stationary stochastic
process and a nonstationary stochastic process (see Beveridge and
Nelson 1981). Only if the errors in the stationary stochastic process
are independent of the errors in the stochastic trend can it be
maintained that the economy can be described in terms of a distinct
long-run secular trend and a short-run cycle. The empirical find-
ings of Nelson and Plosser (1982) are at odds with this latter
representation.

? The Commerce Department deals with this issue by mechan-
ically constraining the resulting composite index to match the
long-term growth rate of real GDP; a corrected version of this
procedure is reported in Green and Beckman (1993). While this
adjustment results in an appropriate overall trend, it may not
capture accurately the trend within subintervals.

% Other considerations include the timeliness and volatility of
the data.
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The following is a general model of the state of
the economy and its influence on individual eco-
nomic indicators (see Stock and Watson 1992, p. 66):

(1) Xi, =BG+ yo + mt+ m;
(2) S(L)C, = 8 +

where tis a time trend, X, is an n-vector of observable
time series, C, is a k-vector of unobservable common
components, B is an nxk array of coefficients (also
called factor loadings) on the common components,
(vo + wt) is a non-stochastic trend, (L) is a lag
polynomial matrix, §is a kX1 vector of non-stochastic
drifts of the common components, and g, and 7, are
stochastic processes of dimensions nx1 and kX1,
respectively.

For the purpose of constructing an economic
index, only the special case in which the model
reduces to the Sargent-Sims single index formulation
is of interest—that is, where k=1 and only one
common component is present. (The term “common
component” is used as a synonym for terms such as
“common factor,” “‘common trend,” and ““common
stochastic trend” that may describe co-movement
among individual economic time series.) For this
special case, the common component is interpreted
as representing the state of the economy. Then equa-
tion (1) implies that each economic indicator is com-
posed of three parts: the state of the economy,
multiplied by the appropriate coefficient; a determin-
istic trend (possibly zero); and a stochastic process
that gives each series its own idiosyncratic charac-
ter.11 Equation (2) describes the “law of motion” of
the economy.? Because the state of the economy is
described by an autoregressive process, random
shocks can have persistent effects.

When the observable series are stationary sto-
chastic processes, the general model can be directly
applied in estimation. Many general economic indi-
cators exhibit a trend, however. For nonstationary
data, with the nonstationarity entering through the
common component, the data are said to be cointe-
grated in the Engle and Granger (1987) sense.'® For
this case, the data are cointegrated of order (1,1) with
(n—1) cointegrating vectors. In other words, the data
are tied together in (n—1) dimensions by linear rela-
tionships that prevent the series from wandering
far apart. They can drift in one direction only—that
indicated by the common component. If the common
component is also cointegrated with a measure of
aggregate economic activity, then one can be confi-
dent it represents the state of the economy. Under
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these conditions, the model may be estimated as
indicated by equations (1) and (2), with the addition
of a specification for the error processes (and taking
into account the revisions in dimensionality when
k=1, as indicated in footnotes 10 and 11).

When the underlying series are nonstationary,
but the state of the economy cannot be regarded as
the only possible source of nonstationarity (that is,
the data are not cointegrated), then the model is
differenced for purposes of estimation. This is the
specification used in both the Stock-Watson and the
Philadelphia Federal Reserve studies. If we assume
that the idiosyncratic errors (g,) result from long-term
secular processes that are different for each series—
because the data are not cointegrated—then these
errors can be assumed to be independent of the
shocks to the state of the economy. Thus, C, would
represent only the common cyclical movement in the
data. Its turning points can provide evidence on the
timing of business cycles, but its long-run move-
ments will not be meaningful (since the underlying
data are not cointegrated).

Alternative econometric techniques can be used
to solve for the unobserved state of the economy.
These methods essentially are derived from factor
analysis, which is used heavily in the behavioral
sciences (see the box).

Estimating the Philadelphia
Federal Reserve Specification

As noted, four indicators underlie the index
specified in the Philadelphia Federal Reserve study
by Crone: payroll employment, real retail sales, av-
erage weekly hours of manufacturing production
workers, and the unemployment rate. (See the Ap-
pendix for a further description of the data.) These
series were found not to be cointegrated for the New
England states; this is not surprising, given that
employment and sales have a positive trend while
average weekly hours and the unemployment rate
are trendless. Thus, as is appropriate with non-
cointegrated inputs, the series are differenced. (For
employment, retail sales, and hours, the data are

" In the case of k=1, the common component appears in
equation (1) as a scalar (rather than a vector), and its coefficient B
is an nx1 vector (rather than a matrix).

2 With k=1, the common component, the drift, and the error
term all become scalars, and (L) a vector.

3 In other words, the common component is a unit root
process; in equation (2) (as revised for k=1) the lag polynomial
vector ¢(L) has a unit root.
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Dynamic factor analysis and the Kalman filter
involve different algorithmic methods to estimate
models that are intimately related.* As Engle and
Watson (1981) and Watson and Engle (1983) point
out, a wide spectrum of factor analysis models
are special cases of the so-called state-space model,
which means that the Kalman filter can be used
to estimate the unobserved factors. Indeed, the
equation system (1)-(2) belongs to the family of
dynamic factor models presented in Harvey (1989,
p. 450), as well as those in Stock and Watson
(1992), which are solved by means of the Kalman
filter.

Factor analysis starts by identifying the common
unobservable component (or “factor’”) that ex-
plains the largest share of the variance in the
chosen set of observable indicators. The analysis
proceeds by searching sequentially for additional
common factors that are uncorrelated with the
previously identified common factors and that
explain the largest share of the remaining variance
in the observed indicators. The procedure ends
when it is determined that the last common factor
contributes little to explaining movement in the
indicators. The factor analysis technique was used
originally in non-economic applications, in which
multiple common components existed. In some
other applications, including this article, only one
common component exists. Also, although classi-
cal factor analysis has been concerned primarily
with cross-section data, the same framework can
be applied to time series data as well—hence the
designation “dynamic factor analysis.”

Solving Unobservable Variable Time-Series Models

With nonstationary time series data, a direct
correspondence exists between factors and the
common trends of cointegration. When the data
are cointegrated, the number of factors that are
nonstationary and the number of common trends
are identical. Additional factors may be present,
but they would be stationary; furthermore, they
likely would explain only a relatively small propor-
tion of the variance in the data.

The Kalman filter finds the unobservable vari-
able(s) (and the associated coefficient estimates)
that minimize the difference between the actual
and fitted values of the observed indicators. The
method starts by assuming a value for the unob-
served variable(s) in the initial period and it se-
quentially produces optimal estimates for subse-
quent periods, using information for previous
periods. If a model such as depicted in equations
(1)-(2) has error terms that are not serially corre-
lated, then these equations correspond directly to
the measurement and transition equations, respec-
tively, that constitute the so-called state-space
framework of the Kalman filter. If they are serially
correlated, then the equations must be trans-
formed appropriately. For examples of transforma-
tions, see Stock and Watson (1992), Harvey (1981,
1989), Hamilton (1994), Engle and Watson (1981),
and Watson and Engle (1983).

The factor analysis and Kalman filter techniques
both determine common components of arbitrary
scale. Thus, after the common component has
been determined, it may be convenient to rescale
the results.

expressed in logarithms prior to differencing.) Each
differenced series is normalized by subtracting its
mean and dividing the result by its standard devia-
tion, so that the mean of each series is zero and its
standard deviation is unity.

The state of the economy is posited to be re-
flected contemporaneously in the first three series,
but to affect the unemployment rate with lags of one
to three months in addition to entering the equation

' For a description of factor analysis, see Gorsuch (1974) and
Joreskog (1967). The Kalman filter is described in Anderson and
Moore (1979, Chapter 3), Harvey (1981, Chapter 4), and Hamilton
(1994, Chapter 13).
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currently. In the equation for the law of motion for
the economy, the drift parameter is set equal to zero.
The resulting equations are as follows:

(3  AX,=BAC, + & i=12 3
AXy = ByoAC; + By AC,; +
,(342ﬁC,_2 + BpAC_; + &4

Il

4) AC, = v, '.

The stationary stochastic terms are modeled as
second-order autoregressive processes, and an iden-
tification restriction is imposed on the variance of the
error term in the equation for v;:
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&t = Ijy&i—1 + I T & 1=1,2,3,4
Uy = 10 T U + &
var(e;) = of
var(e) = 1.
The terms e, and e, are independent white-noise
processes.

The estimates are obtained by transforming the
model into state-space form, and obtaining maximum
likelihood estimates of the parameters by using the
Kalman filter to evaluate the likelihood function (see
the box on “Solving Unobservable Variable Time-
Series Models”). The indexes are estimated for the
period April 1969 to August 1994. Parameter esti-
mates are reported in Appendix Table 1. The final
indexes are adjusted to reflect trends in gross state
product, which was not done in the Philadelphia
Federal Reserve study, but is in keeping with the U.S.
Commerce Department methodology.!> The results
are described in Section IV.

Estimating a Revised Specification
for Massachusetts

The alternative model for Massachusetts builds
upon the Philadelphia Federal Reserve specification
in two important ways. First, it adds two series
related to tax revenues: the withholding tax base for
the state personal income tax and the base of the state
sales tax. (Some advantages of using the income and
sales tax data are described at the beginning of
Section IV, and additional details regarding the con-
struction of the data are provided in the Appendix.)
Second, the alternative model exploits the cointegra-
tion properties of three series: the two tax bases and
retail sales. Using Johansen’s procedure to test for
cointegration (see the Appendix for results and dis-
cussion), these three series were found to be cointe-
grated with one common component.'¢ The advan-
tage that cointegration gives to the specification is
that these series need not be differenced. Their com-
mon component informs the estimation procedure
of the level of the underlying index, so that compar-
isons of the level of the index are meaningful over
long periods of time.1”

The data for employment, weekly hours, and the
unemployment rate were prepared as in the Philadel-
phia specification above—that is, log-differenced (dif-
ferenced in the case of the unemployment rate) and
normalized, so that the mean of each series is zero
and its standard deviation is unity. The data for the
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tax bases and retail sales were each deflated and
expressed in logarithms, and then normalized by
subtracting the mean and dividing the result by the
standard deviation, so that the mean of each series is
zero and its standard deviation is unity.

The model takes the following form:

6 Xu=BC+m i=123
AXy = BAC, — %6+ e 1=4,5

AXgt = BeoAC, + BsAC,_; + BeAC 5 +
BesACi_3 — Y60 + g

(6) @ = Coy + AC,
AC, = 1,AC,_; + AC, , + & + ¢
where
Bit = TiMie—1 + Tl T €6 i=1,...,6
v=B/(1—-r—1r) i=4,5
Ye = (Beo + Ber + Bez T Bea)/(1 — 11 — 13)

and the terms e;, and e, are independent white-noise
processes. Subscripts i = 1 to 3 refer to the cointe-
grated series (the two tax bases and retail sales), i = 4
and 5 refer to employment and hours, and i = 6 refers
to the unemployment rate.

The state of the economy, C,, reflects both the
stochastic and non-stochastic (8) trends of the econ-
omy embodied in the three cointegrated series, as
well as the common cyclical components measured
by all six series. In the equations describing the
withholding tax base, the sales tax base, and retail
sales, both the observed data and the unobserved
state of the economy enter in levels. The specifica-
tions for employment, weekly hours, and the unem-
ployment rate are as in the Philadelphia model, with
the exception of the addition of the v;6 terms, which
ensure that the expectations of their respective equa-
tions are zero, as required by the normalizations of
the three series. The state of the economy is modeled
as an integrated, autoregressive moving average pro-

Il

!5 As noted in footnote 9, the Commerce Department coinci-
dent index incorporates the trend in gross domestic product.
Owing to a lack of recent data on gross state product, the New
England trends are based on calculations through 1991.

16 Even though it has an upward trend over time, payroll
employment was found not to be cointegrated with the tax and
retail sales series (or with measures of state production and
income).

'7 A number of other variables also were tested (but rejected)
for potential use in a coincident index, on the basis of their current
availability or their relationship to broad measures of economic
activity.
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cess with drift; the remaining stochastic terms are
modeled as second-order autoregressive processes.

In order to identify the model the factor loading
on the withholding tax base, B;, is constrained to
unity. The model is put into state-space form, and
maximum likelihood estimates of the parameters are
obtained using the Kalman filter. The model is esti-
mated for the period April 1969 to August 1994, and
the parameter estimates are found in Appendix Table
1.18 The trend in gross state product is used to adjust
the index.

IV. Estimated Results: Coincident Indexes
for the New England States

The New England indexes are based on the same
underlying indicators as in the Philadelphia Federal
Reserve study, with one exception. Retail sales data
are available only for Massachusetts and the New
England total. For the remaining states, the indexes
are therefore based only on employment, hours, and
the unemployment rate.’® The Massachusetts and
New England indexes are estimated with and with-
out retail sales. The third version of the Massachu-
setts index includes three variables that are cointe-
grated with each other and with state income and
output: constant-dollar values for the withholding tax
base for the state personal income tax, the base of the
state sales tax, and retail sales (as well as employ-
ment, hours, and the unemployment rate).20

The two tax indicators for Massachusetts were
developed specifically for this study, and they have
several appealing characteristics. Tax collection data
are released monthly in a timely manner, within days
of the end of the month.2! The lag between the
economic activity reflected in taxes and the time the
taxes are collected is short. For example, large com-
panies that remit withholding taxes weekly within
days of the end of the pay period account for about 85
percent of total revenues from withholding. Medium-
sized employers pay taxes in the following month.
Large retail stores, telecommunications companies,
and utilities—accounting for approximately 70 per-
cent of total tax receipts—pay sales taxes in the same
month in which the transactions occur. The bulk of
the remaining sales tax revenues comes from taxpay-
ers that pay monthly, for transactions in the previous
month.22 The bases of the Massachusetts personal
income and sales taxes are broad enough to encom-
pass a large proportion of income and spending. This
means that the tax data are likely to be cointegrated
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with other income-based economic measures. The
data are not based on a sample; they are derived from
the full population of taxpayers. Finally, and in part
reflecting the lack of sampling, revisions to tax col-
lection data are insignificant.

Tax bases are constructed from revenue data by
adjusting for law changes in the base and rates. The
bases are then seasonally adjusted and, because they
are noisy, smoothed with a filter (see the Appendix).

The tax indicators for
Massachusetts have several
appealing characteristics: They are
timely, they are broad-based,
they are derived from a full
population of taxpayers, and
revisions are insignificant.

The lack of comparable tax data for other states
(as well as the lack of retail sales information) pre-
vented the estimation of a similar alternative model
for the remaining New England states. For one thing,
some of these states do not have broad-based taxes
that would reflect general economic conditions.?
Furthermore, for those states with broad-based taxes,

'8 The sales tax base was omitted in estimating the index for
the period March 1976 to October 1977, because the series was
suspect during this time. See the Appendix for further discussion.

' Crone faced the same constraint in developing a composite
index for Delaware.

* Another version of the Massachusetts index was calculated
using only the three cointegrated series. The results were similar to
those of the six-series index at low frequencies. However, exclud-
ing employment, hours, and the unemployment rate resulted in
disagreement with other composite indexes in the timing of
turning points. It also resulted in more frequent instances of false
recessionary and expansionary signals.

I The fact that tax receipts must be deflated by a price index
for use in the model makes these series somewhat less timely than
this statement implies. However, the need for deflation is common
to most data that are likely candidates for use in an economic
index. Also, because tax receipts are far more variable than price
indexes, a reasonable current estimate of real tax receipts may be
obtained by forming a forecast of prices.

# Smaller employers and retail establishments pay quarterly
and account for approximately 1 percent of withholding taxes on
wages and 10 percent of sales taxes.

» The most extreme case is New Hampshire, which has
neither a general income tax nor a general sales tax; Connecticut
enacted a general income tax only recently.

New England Economic Review



estimates of the revenue effects of law changes either
are not publicly available or are available only over a
relatively short time period.2! Finally, sometimes the
structure of a tax is too complicated or too subject to
change to permit outside researchers to obtain reli-
able estimates of the revenue effects of law changes,
even when the state government has published help-
ful data.? Thus, although tax revenue data are po-
tentially quite valuable for studying the state of the
economy, their use poses greater challenges for the
analyst than other indicators that may be used with-
out adjustment.

For both the tax-based and the non-tax-based
indexes, the long-run trends are constrained to be the
same as the trend in gross state product. This proce-
dure raises the computed trend growth rates of the
indexes. The upward adjustment is not surprising in
the case of the Philadelphia Federal Reserve specifi-
cation, as two of the underlying indicators (hours and
unemployment) do not have a positive trend and
employment has a trend that is noticeably below that
of gross state product. The upward adjustment is
somewhat surprising for the tax-based index, since it
uses series that are cointegrated with gross state
product. Although an argument could be made for
not constraining the trend in the case of the alterna-
tive Massachusetts index, the outcome has some
intuitive appeal and it may be compared more di-
rectly to the results of the other specifications.

Results

Figure 1 shows the resulting coincident indexes
for New England and each state. Table 1 indicates the
computed regional peaks and troughs in comparison
with those of the national economy as determined by
the National Bureau of Economic Research, as well as
the peak-to-trough changes in the regional index-
es.2627 For New England and Massachusetts, sepa-
rate results are shown for the four-variable (“A’’) and
three-variable (without retail sales; “B"") models, al-
though their turning points usually are identical. The
alternative Massachusetts index, using tax data, is
shown as variant “C.""28

The most recent recession in New England was
much more prolonged than the national recession.
The New England indexes reached their maximum in
December 1988, nineteen months ahead of the na-
tional peak, and their minimum in July 1991, four
months behind the national trough. Indexes for the
individual states indicate recessions lasting from
fourteen months longer than the national recession in
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Maine to twenty-nine months longer in Connecticut
and Massachusetts (in the C specification).

This most recent regional downturn was also
severe in terms of the peak-to-trough decline in the
value of the index. The declines in state indexes
ranged from 6.1 percent in Maine to 19.4 percent in
Rhode Island. By contrast, the national index de-
clined only 2.4 percent according to the Commerce
Department specification and 3.1 percent according
to the Philadelphia Fed specification (see Appendix
Table 4).

24 The Center for the Study of the States has issued quarterly
estimates of state tax revenues, adjusted for law changes. How-
ever, for now these data are not usable in a model because they
exist for only four years. Also, they were designed principally to
detect differences across states rather than as time series for
individual states.

5 For example, the state of Connecticut issues a tax expendi-
ture budget containing estimated annual revenue effects of law
changes. In the case of the state sales tax, very large law changes
took place in the early 1990s, a period of substantial changes in
economic conditions. To our knowledge, the available tax expen-
diture estimates have not been verified in light of actual experi-
ence. Thus, any attempt to allocate a portion of the revenue change
at that time to tax law changes, and the remainder to changes in
the economy, is necessarily subject to considerable uncertainty. In
the case of Massachusetts, the structure of the state sales tax has
remained relatively stable; also, it is simpler than Connecticut’s in
that all covered items are subject to a single rate.

% Estimation of a national index using the Philadelphia Fed
specification (and constrained to have the same trend from 1969 to
1994 as gross domestic product) generally gives business cycle
turning points similar to those indicated by the National Bureau of
Economic Research and the Commerce Department Composite
Index of Coincident Indicators. See Appendix Table 4. The excep-
tions are that the 1973-75 national recession does not start until
early 1974, and the most recent national recession, officially
deemed to have ended in March 1991, lasts until early 1992 using
the Philadelphia Fed specification.

* The peaks and troughs for New England and each state are
given by the local maxima and minima, respectively, in the index.
In some cases, they may be imprecise because the economy was
relatively flat for an extended period around the time of the turning
point. For this reason, the charts in Figure 1 can be helpful in
assessing particular cycles.

% Both the Philadelphia Federal Reserve and the tax-based
models appear to produce reasonable estimates. For one thing,
estimated multipliers (that is, the computed change in the com-
posite economic index for a given change in an observed indicator)
are all of the correct sign. They also confirm that no single series
dominates any of the composite indexes. Another specification
check involved comparing the in-sample forecast errors for the
observable indicators with errors from univariate models. Second-
order autoregressive models produced larger errors than the Phil-
adelphia Federal Reserve and tax-based specifications in 83 percent
of the cases, which implies that the estimated state of the economy
usually adds information not contained in each series’ own history.
However, in 51 percent of the cases, the best univariate model—
among those with a first or second order autoregressive term and
a first or second order moving average term—outperformed the
multivariate model. This result suggests that a richer parameter-
ization of the errors in the Stock-Watson-type models often could
improve their in-sample performance. Results of the specification
tests are available from the authors upon request.
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Table 1

Comparison of New England and National Business Cycles
S — — Regional/State Cycles and Difference from National (Number of Months)

New England-A New England-B Connecticut Maine
National Peaks
December 1969 Feb 70(-2) Jul 69(+5) Mar 70(-3) Apr 70(—4)
November 1973 Jul 74(-8) Jul 74(-8) Oct 74(=11) Aug 74(-9)
January 1980 Feb 80(—1) Feb 80(—1) Apr 80(—3) Mar 80(—2)
July 1981 Apr 81(+3) Apr 81(+3) Nov 81(—4) Jul 81(0)
July 1990 Dec 88(+19) Dec 88(+19) Mar 89(+16) Mar 90(-+4)
National Troughs
November 1970 Jun 71(=7) Jun 71(=7) Jun 71(=7) Sep 71(—10)
March 1975 Jun 75(-3) Jun 75(—3) Sep 75(-6) Apr 75(—1)
July 1980 Jul 80(0) Jul 80(0) Aug 80(—1) Jul 80(0)
MNovernber 1982 QOct 82(+1) Oct 82(+1) Jun 82(+5) Mar 82(+8)
March 1991 Jul 91(-4) Jul 91(-4) Apr 92(-13) Jan 92(-10)
Length of Contraction
Dec 69-Nov 70: 11 months 16(+5) 23(+12) 15(+4) 17(+6)
Nov 73-Mar 75: 16 months 11(=5) 11(=5) 11(-5) 8(—8)
Jan 80—Jul 80: 6 months 5(—1) 5(=1) 4(-2) 4(-2)
Jul 81-Nov 82: 16 months 18(+2) 18(+2) 7(—9) 8(—8)
Jul 90-Mar 91: 8 months 31(+23) 31(+23) 37(+29) 22(+14)
Percent Change in Index Peak to Trough®
1969-70 -5.9 -7.0 -5.0 ' -2.6
1973-75 -8.6 -9.8 -55 -4.9
1980 -3.1 -3.6 -1.0 -1.8
1981-82 -3.1 -3.8 -0.6 -15
1990-91 —12.7 -14.2 -8.7 -6.1

Note: Columns labeled "A" use the specilication in equations (3) and (4), estimated using employment, retail sales, average weekly hours, and the
unemployment rate. Columns labeled “B" and those without a leller use only three variables, omitting retail sales. Massachusetts-C is based on
equations (5) and (6), estimated using the withholding base for the state personal income tax, the base for the state sales tax, employment, retail
sales, average weekly hours, and the unemployment rate. The “+" sign is used to denote leads, and the "—" sign lags, relative to national turning

points.

“Dates refer to years of national peaks and troughs, but percent changes are based on regional/state peaks and troughs.

Source: Authors' calculations.

Prior to the 1990-91 recession, the timing of
regional and national recessions was more similar,
though not identical. In most cases, Connecticut and
New Hampshire appear to have been relatively late in
entering recessions. The Philadelphia Fed specifica-
tion (but not the C specification) indicates that Mas-
sachusetts typically was relatively early in starting
recovery. Patterns for the remaining states were more
mixed.

The 1973-75 downturn in New England was
unusually steep. Although the overall drop in eco-
nomic activity was not as large as during the reces-
sion of the late 1980s to early 1990s, the earlier
recession produced a sharper rate of decline (mea-
sured as the percent change in the index divided by
the length of the downturn). Furthermore, the overall
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declines in Rhode Island and Massachusetts (16.3 and
between 8.5 and 11.7 percent, respectively) were very
large. The economies of several New England states
also experienced considerable deterioration around
the time of the 1969-70 recession. Not all recessions
were unusually severe in New England, however.
Most notably, Connecticut and New Hampshire
showed very little decline during the national reces-
sions of the early 1980s.

Discussion of Alternative Specifications
and Alternative Indicators

Comparisons of the Massachusetts specifications
suggest that composite indexes are sensitive to the
choice of underlying indicators. While the two non-
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Table 1 continued

Comparison of New England and National Business Cycles

Regional/State Cycles and Difference from National (Number of Months)

Massachusetts-A Massachusetts-B Massachusetls-C New Hampshire Rhode Island Vermont
Jul 69(+5) Jul 69(+5) May 70(—6) Jul 70(=7) Jun 69(+6) Mar 70(—3)
Jul 74(-8) Jul 74(-8) Sep 73(+2) Jun 74(=7) Jun 74(=7) Aug 73(+2)

Feb 80(—1) Feb 80(—1) Feb 80(—1) Mar 80(—2) Apr B0(-3) Dec 79(+1)
Apr 81(+3) Apr 81(+3) Apr 81(+3) Oct 81(—4) Apr 81(+3) Aug 81(—1)
Jul 88(+24) Mar 88(+28) Apr 88(+27) Mar 89(+16) Feb 89(+13) Jun 89(+13)
Aug 70(+3) Aug 70(+3) Dec 70(—1) Apr 71(—5) Jun 71(=7) Jun 71(=7)
Apr 75(—1) Apr 75(—1) May 75(—2) May 75(—2) Jun 75(—1) Jul 75(—=3)
Jun 80(+1) Jun 80(+1) Sep 80(-2) Sep 80(—-2) Sep 80(-2) Jul 80(0)
Jan 82(+10) Jan 82(+10) Nov 81(+12) Jun 82(+5) Dec 82(—1) Apr 82(+7)
Feb 91(+1) Feb 91(+1) May 91(=2) Aug 91(—5) Dec 91(-9) Jul 91(—3)
13(+2) 13(+2) 7(—4) 9(-2) 24(+13) 15(+4)
9(-=7) 9(-7) 20(+4) 11(=5) 12(—4) 23(+7)
4(-2) 4(-2) 7(+1) 6(0) 5(—1) 7(+1)
9(-7) 9(-7) 7(-9) 8(—8) 20(+4) 8(-8)
31(+23) 35(+27) 37(+29) 29(+21) 34(+26) 25(+17)
—-4.5 -56 N | -3.2 —-8.9 —3.1

-85 -9.8 =T -6.2 —-16.3 —4.4

=41 —4.2 -3.2 -0.8 =20 -1.9

-3.7 —-4.3 =17 1.8 -10.4 =23

-11.8 -11.9 _-15.3 -10.8 -19.4 -76

tax-based indexes (that is, Massachusetts “A” and
"B”") almost always produce the same business cycle
turning points, their estimates of the length of down-
turns differ by more than three months from the
tax-based Massachusetts “C” in the first two of the
five recessions (1969-70 and 1973-75). All three spec-
ifications are reasonably consistent in ranking reces-
sions as to their severity. The recession of the early
1990s was the most serious, followed by the 1973-75
recession, and the 1981-82 downturn was the mildest
(or nearly so for the B specification). The tax- and
non-tax-based indexes disagree about the severity of
the 1969-70 recession, however, perhaps because of
the relative unreliability of the tax data in the early
years of the sample. (See the Appendix for a descrip-
tion of the data.) The indexes also give somewhat
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different indications of how the current state of the
Massachusetts economy compares with its late 1980s
peak. The non-tax-based indexes were approximately
4 to 5 percent above their previous peak as of August
1994, while the tax-based index remains shy of its
previous peak. This discrepancy can be traced largely
to a single indicator, the average workweek in man-
ufacturing, which was not particularly short during
the recession, and which recently has been substan-
tially longer than at the 1988 peak.?? Hours worked
carries more weight in the A and B versions than in
the C version of the index.

2 Employment, retail sales, the unemployment rate, and the
income and sales tax bases are all currently weaker than they were
in the late 1980s. The indicated strength of the indexes in 1994 is
largely a by-product of the trending procedure used.
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Figure 1

Coincident Economic Indexes for New England
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MNote: Series labeled “A” use the specification in equations (3) and {4), esumated using employment, retail sales, average weekly hours, and the
unemployment rate. Graphs labeled "B and those without a letter use only three variables, omitting retail sales. Massachusetts "C” is based on
equations (5) and (6], estimated using the withholding base for the state personal income tax, the base for the state sales tax, employment, retail
sales, average weekly hours, and the unemployment rate.

Shaded ragions rapresent national recessions.

Source: Authors’ calculations.
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Figure 2
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Table 2

Comparison of Massachusetts Business Cycles as Measured by Employment, Personal

Income, Gross State Product, and Coincident Economic Indexes

I. Employment (Monthly Data)

Peaks Troughs
Employment Index A Index C Employment Index A Index C
October 1969 Jul 69(+3) May 70(—7) January 1972 Aug 70(+17) Dec 70(+13)
July 1974 Jul 74(0) Sep 73(+10) June 1975 Apr 75(+2) May 75(-+1)
February 1980 Feb 80(0) Feb 80(0) July 1980 Jun 80O(+1) Sep 80(—2)
April 1981 Apr 81(0) Apr 81(0) October 1982 Jan 82(+9) Nov 81(+11)
December 1988 Jul 88(+5) Apr 88(+8) August 1992 Feb 91(+18) May 91(+15)
IIl. Personal Income (Quarterly Data) '
Peaks Troughs
Personal Income Index A Index C Personal Income Index A Index C
Q2 1970 Q3 69(+3) Q2 70(0) Q4 1970 Q3 70(+1) Q4 70(0)
Q2 1973 Q3 74(-5) Q3 73(—1) Q11976 Q2 75(+3) Q2 75(+3)
Q11979 Q1 80(—4) Q1 80(—4) Q2 1980 Q2 80(0) Q3 80(—1)
Q4 1980 Q2 81(-2) Q2 81(-2) Q1 1981 Q1 82(—4) Q4 81(—3)
Q4 1988 Q3 88(+1) Q2 88(+2) Q3 1991# Q1 91(+2) Q2 91(+1)
Ill. Gross State Product (Annual Data)
Peaks Troughs
GSP Index A Index C GSP Index A Index C
1973 1973 1973 1975 1975 1975
1989 1988 1988 1991 1991 1991

Note: Numbers in parentheses refer to differences between the coincident economic indexes and employment or personal income. Personal income

is deflated by the Boston CPI.
“Abstracts from a tax-law-induced decline in the first quarter of 1993,
Source: Authors' calculations.

Other commonly used single-series indicators of
the regional economy also are not uniform in their
assessment of business cycles. Table 2 and Figure 2
compare three alternative indicators of the Massachu-
setts economy—payroll employment, personal in-
come deflated by the consumer price index for Bos-
ton, and real gross state product—with each other
and with the Massachusetts “A” and “C” indexes.
Because it is measured only annually, gross state
product fell only in the two most severe reces-
sions—in the mid 1970s and the late 1980s to early
1990s. Massachusetts employment and personal in-
come declined during all five recessionary periods.
However, they indicate the same turning point only
once—a peak in the fourth quarter of 1988. Employ-
ment peaked later than personal income in three of
the four remaining cycles, and reached its trough
later in three out of the five cycles. The composite
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“A"” and “C” indexes tend to lead employment, but
their turning points with respect to personal income
are more varied. In general, however, the composite
indexes are more “cyclical” than employment and
personal income, in that the indexes show larger
percentage declines during recessions. This property
may be helpful in distinguishing true downturns
from routine fluctuations.

Despite their various differences, the composite
indexes for the New England states would have
signalled by sometime in 1991 that a regional recov-
ery had begun, in contrast to more gloomy assess-
ments that resulted from relying on employment as
the single best indicator of the economy. This is
because the indexes for the two largest states in the
region, Massachusetts and Connecticut, turned up
earlier than the employment data did. The three
indexes for Massachusetts show a pickup no later
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Table 2 continued

Comparison of Massachusetts Business Cycles as Measured by Employment, Personal
Income, Gross State Product, and Coincident Economic Indexes

Length of Contraction (Months)

Employment Index A Index C
27 13(—14) 7(—20)
11 9(-2) 20(+9)
5 4(—1) 7(+2)
18 9(—-9) 7(=11)
44 31(—13) 37(-7)
Length of Contraction (Quarters)
Personal Income Index A Index C
2 4(+2) 1(=1)
11 3(-8) 7(—4)
5 1(—4) 6(+1)
1 3(+2) 2(+1)
1 10(-1) 14(+3)
Length of Contraction (Years)
GSP Index A Index C
2 2 2
2 3 3

than spring of 1991, while employment did not hit
bottom until August 199230 The Connecticut index
began to recover in spring 1992, whereas employment
continued to decline for the remainder of the year.3!
In summary, then, even after certain economic
indicators have been selected from among the many
candidates, and after a specification has been chosen,
it is impossible to conclude that the constructed
economic index is the best measure of the state of the
economy. This is because alternative composite in-
dexes are not entirely consistent in dating contrac-
tions (and, by extension, expansions). Furthermore,
officially recognized state business cycle reference
dates do not exist for states, and even in retrospect

30 As indicated in Table 2, Massachusetts real personal income
hit bottom in the third quarter of 1991. Because of lags in the
release of personal income figures, an upturn would not have been
noticed until mid-1992.
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Percent Change, Peak to Trough

Employment Index A Index C
-3.0 -4.5 =21
—-4.7 —-8.5 =H.7
-0.9 —-4.1 —3.2
-1.9 -3.7 —1.7

-115 -11.8 —15.3
Percent Change, Peak to Trough
Personal Income Index A Index C
=11 -3.5 -1.3
-54 -7.2 -10.9
-1.6 -25 -2.7
-1.9 -2.4 -1.3
-74 -10.9 -14.8
Percent Change, Peak to Trough
GSP Index A Index C
-5.0 -4.6 -89
~5.1 -9.7 -14.3

they could not be determined straightforwardly from
available indicators such as gross state product, per-
sonal income, and employment. At least for states,
composite economic indexes are instructive rather
than definitive.

Consistency of Composite Indexes

Another issue is the internal consistency of com-
posite indexes with respect to recessionary and ex-

* The comparisons cited in the text on the timing of the
recovery are not totally fair, as they cite employment data (and
estimated composite indexes) after the benchmark revisions of
March 1994, rather than the unrevised employment data for 1991 to
1993. However, our preliminary calculations of composite indexes
using pre-benchmark data also indicated that a recovery started
prior to a pickup in the employment numbers. Furthermore, the
Massachusetts-C version of the composite index relies relatively
less on employment data and is therefore much less prone to
revision than versions A and B.
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Table 3

False Signals from Composite Coincident Indexes
False Recessionary Siéhélé

Year Maine Massachusetts-A Massachusetts-B Massachusetts-C Rhode Island Vermont
1970 = (Oct-Dec) (Oct-Dec) — — —_
1973 — — — - May-Aug —
1974 — — (Feb-Apr) — — —
1977 - Aug-Oct Aug-Oct — = —
1979 — —_ — Jul-Oct - —
1982 (Oct-Dec) — — - = Oct—Jan 83
1989 (Jul-Oct)® - — — =1 =
1993 - o= Oct-Dec — Oct—Jan 94 -
False Expansionary Signals

Maine Massachusetts-A Massachusetts-B Massachusetts-C Rhode Island Vermont
1970 Sep-Nov - —_ — s A=
1974 - — — (Jun—Aug) —— Apr—Jun

Note: Parentheses around dales indicate cases where the designation of a signal as false is questionable, because of evidence either on the
national business cycle or, in the case of Massachuselts, the designation of the period as a recession or expansion according to an alternative
composite index. The indexes for the New England total, Connecticut, and New Hampshire gave no false signals.

2A|though the decline during this period is inconsistent with subsequent movement in the Maine index, it is consistent with recessionary readings

for all of the other New England states.
Source: Authors' calculations.

pansionary signals. Table 3 indicates false signals,
where a false recessionary (expansionary) signal is
defined as at least three consecutive declines (increas-
es) in the index during a period of expansion (reces-
sion). Parentheses around dates indicate periods
when the direction of the index was inconsistent with
its own dating of business cycles, but consistent with
the dates for national business cycles or with alterna-
tive state indexes. In other words, for these periods,
the signals provided by the index could be justified.

Composite indexes are quite reliable during re-
cessions. They misleadingly increased three times in
a row during recessions only in two instances (1970
for Maine and 1974 for Vermont).

Recessionary signals during expansions are more
common. Composite indexes falsely indicated reces-
sions in mid-1973 and late 1993 for Rhode Island and
late 1982 for Vermont. For Massachusetts, both the A
and B indexes declined in mid-1977, and the B index
also declined in late 1993. The Massachusetts-C index
decreased for four consecutive months in 1979.32

Timely Release of Composite Indexes

In light of the potential value of composite coin-
cident indexes for New England, but bearing in mind
the ambiguous results as to which specification is
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best, the authors plan to calculate the various coinci-
dent indexes monthly, and to make them publicly
available.?3 Such an experiment may shed additional
light on the validity of regional composite indexes.

Most indicators are available within approxi-
mately one month of the end of the reference month
(see Appendix Table 5 for the release dates for
each series). The exception is retail sales, for which
data are issued with a two-month delay. Retail sales
is a component of the four-series indexes for Massa-
chusetts and New England (Massachusetts-A and
New England-A) and the tax-based index (Massachu-
setts-C).

The retail sales data add information to the
composite indexes, despite their relatively late avail-
ability. A reasonable response may be to calculate
Massachusetts and New England coincident indexes
that include the retail sales component, but to base

3 All these comparisons are based on examining currently
available data, and do not take into account false readings based on
preliminary data. We have not looked at the historical performance
of coincident indexes based on unrevised data. A proper retrospec-
tive exercise would involve not just the retrieval of appropriate
data, but also reestimation of coefficients.

3 Tentative plans call for annual reestimation of the indexes
using updated inputs, in conjunction with rebenchmarking to take
into account release of annual data for gross state product.
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the initial estimates of the indexes on a forecast of
retail sales (for example, on the basis of a univariate
autoregressive moving-average model, or using the
Kalman filter forecast of the index and the estimated
coefficients for the retail sales equation) rather than

It is impossible to conclude that
one constructed economic index
is the best measure of the state of
the economy: At least for states,
composite economic indexes are
instructive rather than definitive.

waiting for the retail sales data to be released. Simi-
larly, since the Boston consumer price index (used to
deflate the tax and retail sales data) is released only
every other month, the initial calculation of the
composite index may be speeded up by using a
forecast of inflation.

V. Conclusions

What does this exercise teach about constructing
regional economic indexes? Such indexes fall short of
satisfying those who desire an irrefutable measure of
the business cycle. Nonetheless the attempt to con-
struct coincident economic indexes at the regional
level is worthwhile, and will continue to be pursued
by the authors—for several reasons.

First, despite the demand for such indexes, a
widely accepted and widely used index for the region
does not exist. Recent advances in statistical method-
ologies, as in the fields of common trends and cointe-
gration, and innovative applications of these meth-
ods, as in the work by Stock and Watson, have made
the estimation of such indexes possible and practical.
Also, the use of regional tax revenue data as a source
of information for such indexes appears to have been
overlooked or underutilized. (On the other hand, the
use of tax data necessitates detailed historical in-
formation on the revenue effects of changes in tax
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law. For this reason, this study was able to use tax
indicators only for Massachusetts. Another limitation
is that the revenue effects of future tax law changes
may not be as accurately forecastable in “real time” as
they are with historical hindsight.)

Second, the indexes presented here are in accord
with what knowledgeable observers believe about the
New England economy. The estimated turning
points and the estimated recession severities seem
reasonable. For example, the recession of the late
1980s to early 1990s was unusually long and deep; the
mid-1970s recession also produced a sharp decline in
economic activity. This implies that the basic premise
of the models being used is correct—that a common
state of the economy is reflected in each series indi-
vidually.

Third, the indexes are less noisy than the observ-
able data from which they are generated. This is a
useful characteristic, since the alternative of no index
requires subjectively balancing the idiosyncracies of
several observable series or, what is worse, relying on
a single data series as a proxy for the state of the
economy simply because it is smooth.

Fourth, the indexes show that the current state
and regional recoveries in New England began much
earlier than was previously thought—especially be-
fore the dramatic upward revision in March 1994 of
the establishment employment series. (In fact, even
indexes that include the pre-revised establishment
employment—not reported in this paper—show re-
coveries much earlier than conventional wisdom at
that time suggested.)

Fifth, the timeliness of the indexes may at least
partially fill the information gap created by the lag in
regional statistics, especially with regard to personal
income and gross state product. This characteristic of
the indexes can aid regional forecasters. Since fore-
casters’ projections generally “take off” from the
most recently available data, the timeliness of the
index provides a more accurate point of departure.
Also, since the economy appears to have momentum,
a good current economic indicator can help regional
prognosticators more accurately predict the first de-
rivative of short-run forecasts. Finally, a methodol-
ogy similar to the one employed in this paper could
be used in the development of additional indexes of
regional activity that could help in either analyzing
current conditions or making forecasts.
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Appendix
Data Sources and Definitions

Except for gross state product and the tax revenue
data, all series were obtained from the Federal Reserve
Bank of Boston New England Economic Indicators data base,
which can be accessed through the New England Electronic
Economic Data Center at the University of Maine in Orono.
Payroll employment estimates the number of full-time and
part-time wage and salary workers on the payrolls of
nonagricultural establishments, seasonally adjusted, in
thousands (Source: U.S. Bureau of Labor Statistics). Retail
sales estimates the operating receipts of stores primarily
engaged in retail trade, seasonally adjusted, in millions of
dollars (Source: U.S. Bureau of the Census; seasonal ad-
justments for New England and Massachusetts data by the
Federal Reserve Bank of Boston). Average weekly hours refers
to the average workweek for manufacturing production
workers, seasonally adjusted (Source: U.S. Bureau of Labor
Statistics; seasonal adjustments for the New England states
by the Federal Reserve Bank of Boston). The unemployment
rate equals the number unemployed (civilians who had no
employment during the survey week, were available for
work, except for temporary illness, and had made specific
efforts to find employment sometime during the prior four
weeks) as a percentage of the civilian labor force (all
persons 16 years of age and older who are employed or
available for employment, except armed services person-
nel), seasonally adjusted (Source: U.S. Bureau of Labor
Statistics). The consumer price index for all urban consumers
measures the average change in the prices paid by urban
consumers for a fixed market basket of goods and services
relative to the price of that basket during the 1982-84 period
(Source: U.S. Bureau of Labor Statistics). Because data for
Boston are available only every other month (every third
month prior to 1978), missing observations were obtained
through linear interpolation. Gross state product (GSP) is the
state analogue to gross domestic product (Source: U.S.
Bureau of Economic Analysis). Because of a change in the
methodology to estimate implicit deflators, a consistent
constant-dollar GSP series is available only back to 1977.
Estimates for prior years were constructed using prior BEA
estimates of inflation.

Conceptually, construction of a tax base from its reve-
nue stream simply involves dividing revenues by the tax
rate. If the base on which the tax is computed changes—
owing, say, to a change in tax law—then a corresponding
adjustment to the base must be made so that it is defined
consistently over time. Otherwise, movement in the tax
base would reflect the state of the law in addition to the
state of the economy.

In practice, several complications usually arise: tax-law
base changes may be difficult to measure; effective tax rates
may differ from statutory tax rates (this is usually associated
with simultaneous changes in statutory tax rates and tax
base definitions); phase-in periods of varying duration
often accompany rate or base changes; and changes in tax
collection procedures and technology can affect the timing
and month-to-month variation in revenue collections. In
constructing historical income tax withholding and sales tax
bases, the problems due to these complications are less
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severe in recent years, partly because improvements in
revenue-collecting procedures and technology have made
the data more reliable and less noisy, and partly because
the revenue-collecting agency has better knowledge of the
revenue impact of recent tax law changes.

The steps involved in constructing the withholding
and sales tax bases are described briefly here. Details are
available from the authors.

Withholding tax base. The statutory base is essentially
wage and salary disbursements, less the value of personal
and dependent exemptions claimed by workers on their
withholding forms. These exemptions account for less than
10 percent of wage and salary disbursements. Since these
exemptions have changed four times over the 1968-94
period, the tax base was adjusted to include all wage and
salary disbursements. Although the per-person and per-
dependent exemption levels are known, the actual number
of exemptions claimed on withholding forms is not. Esti-
mates of the average per-worker exemption amounts
claimed during each of the five regimes were formed using
information on withholding tax collections and rates, em-
ployment (as measured by the Massachusetts Department
of Employment and Training), and wage and salary dis-
bursements (as measured by the quarterly data of the U.S.
Bureau of Economic Analysis).

An initial estimate of the tax base was formed by
adjusting monthly collections for the number of tax-deposit
days per month, constructing a few short phase-in periods,
adding the estimates of the exempt portion of the base, and
seasonally adjusting the result. Because the series was
noisy, the filter (1 + 2L + 2L* + L%/6 was applied. This
filter has been used extensively by the U.S. Commerce
Department to smooth noisy series. Its characteristics are
described in Stock and Watson (1989, p. 367).

The resulting series exhibited a marked difference in
month-to-month variation pre- and post-FY 1978. Also,
owing to a lack of adequate historical documentation on the
revenue effects of some of the tax law changes pre-FY 1978,
the data for this early time period were suspect. Since the
data were cointegrated with the BEA measure of wage and
salary disbursements (for the entire interval), the BEA
series was used to proxy for the tax-based series during the
pre-1978 time period.

Sales tax base. During the 1968-94 period, the sales tax
has undergone only two major changes: a simultaneous
rate and base change beginning in 1976, and a moderate
expansion of the base in late 1990. Official analyses of the
revenue impact of the 1990 base change were used to factor
the 1968-90 base upward to be consistent with the current
base definition. Historical estimates of the 1976 change
were unavailable; therefore, estimates of the relationship
between personal disposable income and sales tax collec-
tions were used to estimate an effective tax-rate change for
this period.

The series was adjusted for the number of deposit
days, seasonally adjusted, and filtered as above. The series
is highly suspect between early 1976 and late 1977, perhaps
because of a lengthy and complex phase-in period for
changes in the tax law. Therefore, for this period the sales
tax data were omitted and the index was estimated using
only the remaining indicators.
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Parameter Estimates

Parameter estimates for New England, each New En-
gland state, and the United States are displayed in Appen-
dix Table 1.

Cointegration Tests

This section lists the integration and cointegration
properties of the three series making up the Massachu-
setts-C index. Unit root tests are used to indicate whether a
series is integrated—that is, whether it exhibits a trend. The
multivariate equivalents provide evidence of cointegration.

Appendix Table 2 summarizes unit root properties
based on Dickey-Fuller tests. For two of the series, the sales
tax base and the withholding tax base, the Dickey-Fuller
t-tests of a unit root cannot reject the null hypothesis of a
unit root regardless of whether a deterministic trend is
present. For retail sales, however, the t-test rejects the null
hypothesis of a unit root for the residuals from a linear
deterministic trend. For this series, we further investigate
this hypothesis with an augmented Dickey-Fuller test,
using the T(p—1) test, which has greater power with a
stationary alternative. The augmented Dickey-Fuller test
fails to reject the null hypothesis of a unit root. For all
series, the Dickey-Fuller and augmented Dickey-Fuller tests
reject the null hypothesis of a unit root in the first differ-
ences of the series. We conclude that all three series are
integrated of order one.

Appendix Table 3 lists the multivariate unit root tests
based on the Johansen test (see Johansen 1988, 1991;
Johansen and Juselius 1990; and Dickey, Jansen, and Thor-
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ton 1991 for descriptions of the tests). Regardless of
whether constants are included in the auxiliary regressions,
the combination of trace and maximal eigenvalue tests
suggests that only one common unit root (one common
stochastic trend) is present. Consequently, in extracting the
unobservable component, we “de-mean” but do not de-
trend each of the series.

In tests between the index and gross state product,
personal income, and wages and salaries, cointegration
results proved to be marginal. The index (before constrain-
ing the trend to be the same as that of gross state product)
was found to be cointegrated (at the 5 percent level) with
gross state product, personal income, and wage and salary
disbursements when paired with each series singly. When
the four series were tested jointly, however, the hypothesis
of a single common trend could not be accepted. When the
four series were detrended, the hypothesis of a single
common trend could be accepted, but this result leaves
open the question of why the series have different nonsto-
chastic trends. Extensive results are available from the
authors upon request.

National Business Cycle Turning Points

Appendix Table 4 compares official business cycle
turning points, as determined by the National Bureau of
Economic Research, to turning points in the Commerce
Department Composite Index of Coincident Indicators and
in the Philadelphia Federal Reserve national index, ad-
justed to mirror the long-term trend in real gross domestic
product. Appendix Table 5 lists the public release dates for
selected economic indicators.
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Appendix Table 1
Parameter Estimates
Stangard_Errors in Pareﬂhese_s

New England—A
Equation

Employ- Retail Unemploy-
Parameter  ment Sales Hours ment Rate v

Bor B 8144 2281 1286  —.2031
(0399) (.0688) (0330)  (.0669)

B - 1716
(.0591)
Buz -.0207
(.0605)
Baa ~.7823
(.0598)
¥ 4495 —.5292 —.5609 —.3126
(.4515) (.0736) (.0533) (.0582)
i 4745 —.2620 —.2587 —.2184
(.4319) (.0738) (.0503) (.0588)
o 1531 1.1406 .7351 .8829
(.0727) (0613) (.0300)  (.0365)
M 1978
(.0710)
[ 3084
- B T (.0685)
Connecticut
Equation
Employ- Unemploy-
Parameter ment Hours ment Rate v
B, or Bao .3885 4825 —.4944
(.0757) (.0189) (.1230)
Ba .0079
(.1548)
Baz 3020
(.1697)
Baz -.1083
(1174)
fiy -2923  —.5404 —.0229
(.0991) (.5292) (.8394)
[ 0343 —.2891 1043
(.0914)  (.0500) (.1457)
a, 6812 7599 7593
(.5129) (.0309) (.0908)
Iy 4557
(.1880)
[ 4179
(.1723)
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New Eng1and—--B

Equation
Employ- Unemploy-
Parameter ment Hours ment Rate v
B, or Bag 8127 1313 -.197
(.0395) (.0332) (.0568)
Biy -.1718
(.0590)
Baz -.0279
(.0604)
Bas —.0836
(.0594)
fiy 4586 —.5628 -.3131
(.4592) (.0531) (.0588)
Mo 4765 —.2603 —.2264
(.4424) (.0501) (.0592)
a0, 1501 7343 8842
(.0684) (.0299) (.0366)
r 1875
(.0723)
I 2985
= ) o (0626)
Maine
Equation
Employ- Unemploy-
Parameter ment Hours ment Rate v
Bior By 5156 .0565 —.4518
(.1402) (.0282) (.1297)
Bas —.0243
(.1980)
Baz 1345
(.1146)
Paz —.0533
(.1000)
fis —.2636 —.5508 —.0905
(.1175) (.0535) (.07686)
o —.2370 —.2392 0706
(.1577) (.0510) (.0759)
o 7287 7624 8438
(.1135)  (.0310) (.0691)
N .2650
(.2830)
2 4394
(.2231)
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Appendix Table 1 (continued)

Parameter Estimates
Standard Errors in Parentheses

Massachusetts—A Massachusetts—B
Equation Equation
Employ- Retail Unemploy- Employ- Unemploy-
Parameter ment Sales Hours ment Rate v Parameter ment Hours ment Rate v
B, or Bag 8038 3795 1094 —.0876 B, or Buo 7903 1114 —.0743
(.0534) (.1119) (.0410)  (.0601) (.0641) (.0415) (.0638)
Ban —.1251 Bt -.1202
(.0578) (.0595)
Baz —.0367 Bz -.0237
(.0584) (.0606)
Baa —.1486 Bas -.1398
(.0590) (.0606)
fiy 7225 -—5518 —.6147 —.2992 Iy .3591 —.6010 —-.2814
(.7280) (.0756) (.0553)  (.0613) (.4972) (.0539) (.0625)
Mz 1877 —.2913 —.2447 —-.1095 fio 5408 —.2345 —-.0919
(.6753) (.0745) (.5237) (.0619) (.4701) (.0511) (.0633)
a; 2331 1.1079 .7336 .9454 a .2876 .7330 .9526
(.1489) (.0619) (.0307) (.0396) (.1124) (.0298) (.0400)
r —.1439 i -.1410
(.1023) (.1129)
I —.0047 fa —-.0198
B (.0922) (.1106)
Massachusetis—C
Equation
Withholding Sales Retail Unemployment State
Parameter Tax Base Tax Base Sales Employment Hours Rate (Transition)
Bior Beo 1 9810 .9723 18.1142 1.7159 45.0477
(Restricted) (.0292) (.0467) (2.4072) (.8948) (82.0551)
Bs1 —38.9697
(186.2010)
Pez —-65.0331
(154.6230)
Bea 52.5934
(55.9688)
T 1.3734 1.0420 6142 —-.0262 —-.6078 —.4791
(.05186) (.0464) (.0581) (.0625) (.0537) (.1098)
fio —.4595 —.6737 .0292 .0960 -.2388 —-.1405
(.0515) (.0445) (.0585) (.0596) (.0510) (.0895)
a; .0551 .0875 2294 8693 7393 7907 0057
(.0023) (.0041) (.0093) (.0362) (.0300) (.0760) (.0049)
] .0003
(.0003)
r 1.3955
(.4974)
Iy —-.4339
(.4647)
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Appendix Table 1 (continued)

Parameter Estimates
Standard Errors in Parentheses

New HaFnEshife

Equation
Employ- Unemploy-
Parameter ment Hours ment Rate v
Bior Bsg 2474 .0110 —.4521
(.0871) (.0090) (.1429)
B 5802
(.2672)
Baz —.5629
(.2961)
Bia 2919
(.1555)
Iy -.1364  —.6550 .0367
(.0914) (.0498) (.1816)
Mz -.1136 —.4378 .0716
(.0757) (.0484) (.0898)
i 7343 7394 .7655
(.0467)  (.0299) (.0944)
r 1.0987
(.2816)
Iy —.1841
(.2566)
Vermont
Equation
Employ- Unemploy-
Parameter ment Hours ment Rate v
B or Bag 4523 .0329 — 4777
(.0888) (.0245) (.1110)
Bas .0828
(.1433)
Bz .0248
(.1209)
Bua -.0755
(.0875)
I -.3073 -.5913 .0501
(.0885) (.0540) (.0998)
Nz -.1294 -.3019 .1333
(.0797) (.0531) (.0840)
a; 7649 .8089 .7976
(.0574) (.0328) (.0643)
ry .3032
(.14085)
Ia .4403
(.1358)
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Rhode Island
Equation
Employ- Unemploy-
Parameter ment Hours ment Rate v
B, or Bay .3382 .0317 —.5145
(.0918) (.0243) (.1524)
Ba .0644
(.2121)
Baz .0009
(.1657)
Baz .1289
(.1474)
i -.1780  —.4275 ~.2478
(.0956) (.0549) (.1501)
fa —.0584 -.2906 15613
(.0813) (.0552) (.1101)
a; .8484 .9048 7371
(.0541) (.0366) (.1022)
r 5929
(.3547)
I .2003
(.3170)
United States
Equation
Employ- Retail Unemploy-
Parameter ment Sales Hours ment Rate v
B, or Bag 5694 .0745 1107 —.3935
(.0519) (.0231) (.0268)  (.0615)
Bt —.3020
(.0761)
Bz 1514
(.0737)
Bus 1449
(.0636)
I 0827 —-.3076 —.5005 —.3895
(.1717) (.0569) (.0573) (.1234)
liz —-.0145—-.1672 —.1668 -.1170
(.1683) (.0568) (.0571) (.1019)
a; 4778 .7407 8729 6696
(.0601) (.0302) (.0360) (.0582)
r .3626
(.0849)
fa 4657
(.0830)
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Appendix Table 2
Unit Root Properties

Dickey-Fuller i ;\ugmented Dickey-
T-Tests Fuller T(p—1)-Tests
With With
Variable No Trend Trend No Trend Trend
Levels
Sales Tax Base -1.716 —2.674 —1.849 -6.623
Retail Sales -2.238 —-3.469 -3.795 -10.726
Withholding Base —.834 —1.239 —1.068 —4.153
First Differences
Sales Tax Base —10.606 —-10.588 —244.847 —-238.808
Retail Sales —25.326 —25.286 —577.882 —577.965
Withholding Base —-10.663 -10.649 —-317.771 -317.963

Critical Values (.05) —-2.880 —3.425 —14.000 —21.400

Appendix Table 3
Multivariate Unit Root Test ges_ults

Johansen Cointegration Tests

With Critical Value With Constants, Critical Value No Critical Value

Hypothesis Null/Alternate Constants (.05) No Trend (.08) Constants (.05)
Trace Tests
At Least 1 Unit Root/

0 Unit Roots 160 3.962 2.840 8.083 1.224 3.840
At Least 2 Unit Roots/

0 Unit Roots 18.656 15.197 29.653 17.844 52.271 12.530
Maximal Eigenvalue Tests
2 Unit Roots/1 Unit Root 18.496 3.962 26.814 8.083 51.047 3.840
Trend Test
No Trend/Trend n.a. n.a. 2.680 3.840 n.a. n.a.

n.a. = not applicable.
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Appendix Table 4

Comparison of Business Cycle Turning Points

(1)

(3)
Coincident Index Using

(4)

NBER (2) Philadelphia Federal Gross
Business Cycle Commerce Department Reserve Specification Domestic
Turning Points Coincident Index and GDP Trend Product

Peak
December 1969 October 1969 Same as (1) Q3 1969
November 1973 Same as (1) May 1974 Q4 1973
January 1980 Same as (1) March 1980 Q11980

July 1981 August 1981 Same as (1) Q3 1981
July 1990 June 1990 June 1990 Q2 1990
Trough
November 1970 Same as (1) Same as (1) Q2 1970
March 1975 Same as (1) June 1975 Q11975
July 1980 Same as (1) Same as (1) Q2 1980
November 1982 December 1982 December 1982 Q3 1982
March 1991 Same as (1) February 1992 Q1 1991
Percent Change, Peak to Trough
1969-70 —-2.4 -2.6 -0.9
1973-75 -6.6 —52 -4.1
1980 =30 -2.2 —-2.6
1981-82 -39 -5.4 -2.8
1990-91 -2.4 -3.1 -15
Source: National Bureau of Economic Research, U.S. Bureau of Economic Analysis, and authors’ calculations.
Appenldix Table 5 . .
Public Release Dates for Economic Indicators
Other New Other New
Indicator Massachusetis England States Indicator Massachusetts England States
Payroll Last Wednesday of  Last Wednesday of ~ Withholding First week of Not available.
Employment following month.® following month.? Tax Base following month.®
Retail Sales Between the 22nd Not available. Sales Tax First week of Not available.
and 29th day of Base following month.©
second following
month.”
Average Last Wednesday of  Last Wednesday of  Consumer Approximately one Not available.
Woaorkweek in following month. following month. Price Index week after
Manufacturing employment
release; odd-
numbered months
only.@
Unemployment  First Friday of Last Wednesday of
Rate following month.® following month. )
"Refers to release date by the U.S. Bureau of Labor Stalistics. Data may be available approximately one week earlier from the state.

BApplies also to New England total.

“Refers to potential public release date; data currently not released.
9Refers to Boston CPI.

Source: Issuing agencies.

40  Nowvember/December 1994
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Those interested in having community development programs or
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than the nation. Over the period covered by this study (1987 to
1993), New England’s manufacturing employment fell 22 per-
cent, as compared with a 5 percent decline for the nation; over the same
period, total nonfarm jobs grew 8 percent nationally but fell 5 percent in
the region. Although New England’s manufacturing employment has
stabilized recently, and the total number of nonfarm jobs has been rising
for two years, both series remain well below their previous peaks.
Presumably, thus, New England firms are highly motivated to seek
rapidly growing markets wherever they may be—including overseas.
Exports have provided considerable support to the national econ-
omy in recent years. During the 1990-91 downturn, real net exports cut
the depth of the U.S. recession by half. Looking ahead, moreover,
recent forecasts by the International Monetary Fund suggest that world
growth will outpace U.S. growth in 1995. U.S. GDP is projected to rise
an inflation-adjusted 2.5 percent next year while, with the help of the
dynamic developing countries, world growth is estimated to be 3.6
percent. Global trade is expected to grow even faster, at a 7 percent pace.
Despite New Englanders’ obvious incentive to explore burgeoning
foreign markets, however, the best available data indicate that the
region underperformed the nation in terms of export growth from 1987
to 1993. How so? Indeed, the result seems surprising given the region’s
trading history and its traditional comparative advantage vis-a-vis the
nation in the high-tech industries that dominate U.S. exports. This
article explores the reasons for the region’s below-average merchandise
export growth and concludes that it largely reflects the relative impor-
tance of the regional computer industry and its recent structural prob-
lems. Also contributing are New England exporters’ traditional ties to
markets in mature industrial countries. As the authors point out,
however, merchandise exports represent only one route to foreign
consumers. New Englanders are also reaching vibrant foreign markets

The recession of the early 1990s hit New England much harder



through exports of services and through sales made
by foreign affiliates of New England firms. Indeed,
given the region’s industrial structure, these alterna-
tive paths are likely to become increasingly important
over time.

I. Exports: A Growth Market

With the start of North American free trade in
January 1994, the seemingly endless trade talks be-
tween the United States and Japan, and the fractious
congressional debates over the recently negotiated
amendments to the General Agreement on Tariffs
and Trade, the impact of world trade on the U.S.
economy has been in the forefront of the news for
much of the last year. Not always well appreciated by
the U.S. public, however, is the growing importance
of exports in national output as advances in commu-
nications and transportation and reductions in trade
and investment barriers have led to increasingly
global markets. With the recovery of war-torn Europe
and Japan, the start of European integration in 1957,
and the decline of the overvalued dollar in the 1970s,
total real exports grew from 4 percent of GDP in the
early 1950s to almost 9 percent in 1980 (Figure 1).
During the first half of the 1980s, a 50 percent
appreciation of the dollar reversed this trend. Once

Figure 1

the dollar retraced its steps, however, real exports
renewed their climb, rising steadily in each of the last
seven years to approach 12 percent of GDP in 1993.
Simply put, exports have been a “growth market” for
most of the postwar period.

The best available data
indicate that New England
underperformed the nation
in terms of export growth

from 1987 to 1993.

State and local economic development specialists
clearly have noted these trends. According to a 1990
Government Accounting Office report, export pro-
motion has eclipsed attracting foreign investment as a
priority among state and local economic development
officials. In New England, all six states have commit-
ted resources to export promotion initiatives; trade
missions and educational programs are the support-
ive tactics most commonly used.

Total U.S. Exports
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Given the growing importance
of exports nationally, as well as re-
gional efforts to promote trade, the
rest of this article explores why exports
appear to have played a less dynamic
role in the New England economy in
recent years than they have for the
country as a whole. The next two sec-
tions address some basic questions
about New England’s exports—what
they are and where they go.

II. What Are New England’s
Exports?

That New England’s exports dif-
fer from those in the national export
basket reflects fundamental differ-
ences in the regional and national
resource base. In general, the re-
gion’s exports consist of fewer raw
materials and derivative products
than is the case for the nation as a
whole (Table 1). For example, New
England’s agricultural exports ac-
count for just 2 percent of its total,
while the national share of agricul-
tural exports is nearly three times as
high. Nationally, crops account for
the great bulk of agricultural exports,
but, in New England, fish are most
important.?

Manufactured goods derived
from raw materials also represent a
relatively small share of New En-
gland’s exports. Manufactured foods,
tobacco, lumber, chemicals, petroleum
products, and basic metals each ac-

Table 1

Exports by Industry: 1991 to 1993

Millions of dollars

United States New England
Annual Share of Annual Share of
Industry Average Total (%) Average Total (%)
Agriculture 26,299 59 504 21
Crops 22,205 5.0 128 B
Livestock 909 2 80 3
Forestry 329 A 19 A
Fishing & Hunting 2,856 6 277 1.2
Mining 6,882 1.5 106 4
Metal Mining 1,079 2 36 2
Coal Mining 3,987 9 36 2
Oil & Gas 676 2 2 0
Nonmetallic Minerals 1,140 3 31 ol
Manufacturing 401,240 90.2 22,326 94.0
Food Products 20,419 4.6 303 1.3
Tobacco Products 4,468 1.0 1 0
Textile Products 4,79 1.1 336 1.4
Apparel 4912 1.1 107 5
Lumber & Wood 7,155 1.6 254 1.1
Furniture & Fixtures 2,661 6 53 2
Paper Products 10,044 23 630 2.7
Printing & Publishing 4114 9 277 1.2
Chemicals 43,958 9.9 1,304 55
Petroleum & Coal 6,708 1.5 93 4
Rubber & Plastics 8317 1.9 447 1.9
Leather Products 1,697 4 320 1.3
Stone, Clay & Glass 3,999 9 149 B
Basic Metals 17,147 39 475 2.0
Fabricated Metals 13,823 3.1 1,080 4.5
Industrial Machinery 75,837 171 5,605 23.6
Electronic Equipment 55,083 124 5,182 21.8
Transportation Equip. 83,601 18.8 2,493 10.5
Instruments 24,997 5.6 2,782 11.7
Misc. Manufactures 7512 1.7 436 1.8
Other 10,306 24 814 34

Source: U.S. Bureau of the Census and Massachusetls Institute for Social and Economic

Research.

count for an appreciably smaller proportion of New
England exports than they do for the nation. Com-
bined, these goods accounted for 23 percent of U.S.
exports over the three-year period from 1991 to 1993,

! Maine, Massachusetts and Rhode Island, which produce
nearly all of the region’s fishery exports, have an export concen-
tration in fish equal to, or greater than, the nation as a whole. As
for mining products, they account for a small 1.5 percent of the
nation’s merchandise exports, but their share of New England
exports is even lower, at just 0.4 percent. New Hampshire and
Vermont each export some nonmetallic minerals (presumably
quarried stone, like granite), while much of the rest comes from
Connecticut,
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while the corresponding regional figure is much lower,
at 10 percent.?

As a corollary to New England’s resource base—
with its relative scarcity of raw materials and abun-
dance of skilled labor—an unusually large share of its
exports are products requiring significant processing
or “value added.” Fabricated metal products, indus-
trial machinery, electronic equipment, transportation

2 By exception, large paper exports from mills in Maine and
Massachusetts push the regional dependence on paper exports
over the national average. Similarly, Maine and, to a lesser extent,
Massachusetts have an above-average dependence on exports of
leather products (including footwear).
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equipment, and instruments account for 57 percent of
national exports, while the corresponding figure for
New England is 72 percent. Among these sectors,
transportation equipment is the only one that looms
more important in national than regional exports.

Exports have been a growth
market for most of the
postwar period.

Still, because Connecticut is a major producer of jet
engines and other aviation equipment, transportation
accounts for nearly one-third of Connecticut’s ex-
ports—a figure well above the national average of
19 percent.

III. Where Do New England’s Exports Go?

New England’s exports also differ from the na-
tion’s in terms of destination or market mix. While
Europe is a principal foreign market for both the
region and the nation, New England’s European
trade ties are far stronger. Thirty-six percent of the

region’s exports went to Europe between 1991 and
1993, as compared with 27 percent for the nation
(Figure 2). For both cyclical and secular reasons,
however, Europe’s relative importance as a foreign
market has diminished recently. Its share of U.S.
exports fell from 30 percent in the boom years of 1989
and 1990 to 26 percent in 1993, the trough of its recent
recession. (Maps 1 and 2 show relative average an-
nual U.S. export growth rates to this country’s trad-
ing partners from 1987 to 1990 and 1990 to 1993.) For
New England the decline in Europe’s share has been
even more dramatic—from 43 percent in 1987 and
1988 to 35 percent in 1993.

Canada is another very significant market for the
country and the region but, again, New England has
the greater dependence on trade with this neighbor.
Canada accounts for 30 percent of New England’s
total exports, compared with just 21 percent for the
nation. Nationally, Canada’s market share has been
quite stable, holding near 20 percent of total U.S.
exports throughout the 1987-93 period. By contrast,
Canada'’s share of New England exports rose sharply
from 20 percent of total exports in 1988 to 31 percent
in 1993.

That Canada has retained its share of U.S. ex-
ports and increased its share of New England sales is
noteworthy in light of its relatively severe recent
recession; real domestic demand in Canada showed

Export Destinations
Average Share, 1991 to 1993

Figure 2
United States
Japan
11%
Europe
27%
Other Asia (!
23%
Africa and Other Latin America
2% 16%

New England

Japan
8%

Europe
36%

Other Asia
18% 8

Africa and Other
1%

Latin America
6%

Canada
30%

Source; U.S. Bureau of the Census and Massachusetts Insutute tor Social and Economic Research
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Map 1

Growth in LL.S. Exports
1987 to 1990

Relative Growth : ~

Low
{bottom third) <30.6%

Moderate

(middle third)  30.6-39.6%
High

(top third) =39.6%
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no net growth at all from 1989 to 1993. The Free Trade
Agreement between Canada and the United States,
which went into effect at the start of 1989, provides a
likely explanation. Progressively liberalizing trade
between the two countries, the Free Trade Agree-
ment expanded access to the Canadian market while
the market itself remained comparatively weak.? Re-
cently, of course, Canada and the United States have
enjoyed mutually reinforcing recoveries.

Beyond Canada and Europe, New England’s

a Although the New England states, like other border areas,
stand to benefit disproportionately from free trade with Canada, a
statistical change may also help to explain the sharp increase in
Canada’s share of New England exports over this period. In 1990
the Census Bureau began substituting Canadian import data for
U.S. export data and eliminated the category “undocumented
exports to Canada.” Undocumented exports probably represented
a larger share of exports to Canada from border areas than from
more distant states; thus, the statistical change may account for
part of the jump in Canada’s share of New England exports.
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market share is lower than the national average. As it
turns out, the regions where New England has less
exposure include some of the world’s fastest growing
export markets. Latin America, for example, has
enjoyed an impressive economic resurgence in recent
years, perhaps in part because it has embraced in-
creasingly open trade policies. Tariff rates, which
averaged over 50 percent in the mid 1980s, have
fallen to less than 20 percent in most countries.* As a
result, Latin America’s share of U.S. exports rose
from 14 percent in 1990 to 17 percent in 1993. While
New England’s dependence on Latin American sales
has also grown, as of 1993, exports to Latin America
still accounted for just 7 percent of the region’s total.

Like Latin America, the dynamic Asian econo-

* International Monetary Fund, Western Hemisphere Depart-
ment, “Adjustment and Recovery in Latin America and the Carib-
bean,” World Economic Outlook, May 1994, pages 93-98.
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Map 2

Growth in U.S. Exports
1990 to 1993
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mies represent another large and rapidly growing
market for U.S. exports. This region has posted the
world’s fastest growth rates over the past decade
while pursuing increasingly open trade and invest-
ment policies. By exception, Japan, like the other
industrial countries, has been mired in a deep reces-
sion from which it is just beginning to emerge; thus,
its share of U.S. exports has fallen from 13 percent in
1989 to 10 percent in 1993. Nevertheless, vigorously
expanding Southeast Asian and Asian Communist
countries have more than taken up the slack. Overall,
Asia accounts for 33 percent of U.S. exports and 26
percent of those from New England.>

5 Africa remains an export market of limited significance for
the United States and New England. In both cases, South Korea
represents a larger market than the entire continent of Africa,
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IV. How Important Are Exports to
New England’s Economy?

While the question is simple enough, providing a
complete answer is not. The difficulty stems from the
fact that firms do not always know when their prod-
ucts are exported. Finished goods are frequently
exported by an intermediary other than the producer.
In addition, the firm’s output may be used as an
input into other merchandise eventually sold abroad.
For the nation as a whole, the U.S. Bureau of the
Census estimates that indirect exports associated
with exports of manufactured goods amounted to
about 60 percent of the value of those direct exports
in 1989. Although Census attempts to allocate indi-
rect exports to individual states on the basis of direct
export and employment patterns, the process is com-
plex and requires many assumptions. In addition,
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these data on direct and indirect exports provide no
information on destination and are available only
with a three- or four-year lag.

Accordingly, this article uses another data set,
the origin-of-movement data for direct merchandise
exports. Although these data are relatively timely and
include information on destination, they also have
limitations. (See Box for further discussion of these
limitations.) Nevertheless, using the origin-of-move-
ment data as the best available indicator of recent

Given the predominance of
manufacturing in national and
regional exports and the decline in
New England’s manufacturing
employment, it is remarkable
that New England has retained
as large a share of LS.
export activity as it has.

state export activity suggests that direct exports ac-
count for a slightly smaller share of total New En-
gland output than they do nationally, although the
shares have trended up in both cases (Table 2).
Following the sharp dollar depreciation of 1985, U.S.
exports increased from 5.4 percent of GDP in 1987 to
7.4 percent in recessionary 1991. In New England,
similarly, exports rose from 5.2 percent of net output
in 1987 to 6.9 percent in 1991. During 1993, when the
United States was growing faster than most of its
major trading partners, U.S. and New England ex-
ports fell back to 7.3 and 6.7 percent of output,
respectively.®

While most New England states fit the regional
pattern, Massachusetts and Vermont are exceptions.
In these states, exports account for a greater share
of net output than is the case nationally, as Table 2
shows. In Vermont, the export share was a well-
above-average 22 percent of output in 1993. That
state’s unusual export-dependence is largely attribut-
able to exports of electronic equipment to Canada.
The IBM Corporation manufactures semiconductors
in its Vermont facility and ships these components to
Canada to be built into other products. Though IBM
does not release precise figures on the magnitude of
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such shipments, it acknowledges that their value well
exceeds $1 billion annually.” This cross-border activ-
ity underscores the importance of North American
integration and, indeed, U.S. producers’ ties to their
foreign affiliates generally, in determining the nature
and behavior of regional exports.

Table 3 provides data to illustrate these relation-
ships. As column 1 shows, over one-third of U.S.
exports to Canada and over one-fourth of U.S. ex-
ports to Mexico are shipments from U.S parents to
their foreign affiliates. In both cases, over half of
these intra-firm exports reflect the ongoing integra-
tion of North American auto production. In Mexico,
another quarter of the affiliate trade involves electrical
and electronics products. In combination with the
figures in column 4, which show foreign affiliate sales
to the United States as a share of total foreign affiliate
sales, these data suggest that the activities of affiliates
in Canada, Mexico, and some Southeast Asian coun-
tries, like Singapore and Malaysia, are often closely
linked with U.S. production for U.S. markets; thus,
U.S. exports to these countries reflect the strength
of the U.S. economy as well as demand conditions
overseas. By contrast, affiliates of U.S. companies in
Europe, South America, and Japan are generally
serving local or other foreign markets.

Given the predominance of manufacturing in
national and regional exports and the relatively pre-
cipitous decline in New England’s manufacturing
employment (down 25 percent in the region between
1987 and 1993, compared with a 5 percent decline
nationally), it is remarkable that New England has
retained as large a share of U.S. export activity as it

% An alternative measure of New England’s export depen-
dence—export-related employment as a share of total private
employment—suggests that exports provide above-average sup-
port for regional jobs. These figures, based on Census estimates of
employment related to direct and indirect exports of manufactured
products for 1989, show that 6.6 percent of New England'’s private
employment was supported by manufactured exports, compared
with 5.6 percent for the nation. According to these numbers, New
England was one of the most export-dependent regions in the
country, following closely behind the Pacific and the East North
Central regions. These Census data also indicate that New En-
gland’s export-related shipments as a share of total shipments
were above the national average in a majority of the 2-digit
industries for which regional data are available. A significant
exception, given the industry’s importance in U.S. and New
England exports, was one 3-digit component, computers and office
machinery.

“The dramatic rise in Vermont's exports over this period
partly reflects the substitution of Canadian import records for U.S.
export records and, thus, the elimination of “undocumented
exports to Canada” in 1990. This change makes origin-of-move-
ment export figures for 1987-89 not entirely comparable with those
for the later years—particularly for states bordering Canada.
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Limitations of Origin-of-Movement State Export Data

These origin-of-movement data on state exports
are collected by the U.S. Bureau of the Census
from shippers’ export declarations, which ask for
the “point of origin”—that is, the state where the
product started its export journey. The instruc-
tions indicate that shippers may choose among the
state where the product was produced or the
location of a distributor, regional warehouse, cargo
processing facility, or Foreign Trade Zone. For a
multi-product shipment, the shipper may choose
the state of origin of the product having the
greatest value or, for a multi-product order, the
state of consolidation. According to Census-ITA
research, manufacturers, who export about two-
thirds of U.S. manufactured exports directly, pro-
vide the state of production about 85 percent of the
time; for the rest of their exports, they tend to give
the location of the port through which the export
left the country. Intermediaries, who handle the
remaining one-third of U.S. manufactured exports
and most exports of nonmanufactured merchan-
dise, tend to give their own location or the location
of the relevant port. As a result, these data tend to
overstate exports from states like Texas, where a
large number of intermediaries supply Mexican
“maquiladora” plants with inputs from around the
country. Similarly, the data tend to overstate ex-
ports from states with major ports—Louisiana, for
instance, where a large volume of farm products
shipped down the Mississippi start their journey
overseas. Adding to these reporting weaknesses,
roughly 15 percent of the shippers do not answer
the state-of-origin question.

Partly as a result of these problems, in 1993

Census began publishing a new data set based on
the shipper's own zip code. Compared with the
origin-of-movement data, the zip-code-based data
substantially reduce exports from border or port
states like Texas, Louisiana, and New York while
increasing exports from states like New Jersey,
Pennsylvania, and Illinois. In New England, the
zip-code data suggest that for the first half of 1994
Connecticut’s exports were 67 percent greater than
shown by the origin-of-movement data while Ver-
mont's exports were 13 percent less; for the other
states in the region the differences were generally
small. All told, according to the zip-code data,
New England accounted for 5.2 percent of U.S.
merchandise exports in the first half of 1994 but for
only 4.2 percent according to the origin-of-move-
ment data. Even so, these new data do not allocate
exports through intermediaries to the state of pro-
duction, nor do they address the issue of indirect
exports.

The table accompanying this box shows New
England’s share of U.S. exports according to the
above measures in the latest year for which the
data are available. Clearly, the origin-of-movement
data tend to understate the region’s share of U.S.
exports compared with the other series.

An additional limitation to the origin-of-move-
ment data is that they do not cover increasingly
important service exports. Further, the industrial
breakdown provided—at the 2-digit Standard In-
dustrial Classification (SIC) code level—is too
broad to permit a satisfactory adjustment for cross-
state differences in export product mix. This prob-
lem is discussed more fully in the body of the article.

Alternative Measures of New England’s Share of U.S. Merchandise Exports

Percent
Direct Exports of Origin-of-Movement, Origin-of-Movement,
1989 Manufactures (AR88-1) Manufactures Total
6.7 6.0 5.5
Origin-of-Movement,
1994, 1st Half Total Zip-Code Total

4.2 5.2

Sources: U.S. Bureau of the Census. Industry Division. Exports from Manufacturing Establishments, 1988 and 1989, Analytical Report Series
(AR89-1), November 1992; Foreign Trade Division. Origin of Movement of U.S. Exporrs by State, 1987-93. Massachuselts Institute for Social and
Economic Research tape (also available in the FT-800 release); Foreign Trade Division. “Exports of Goods by State Where the Exporter is Located,"

Exhibit 2, FT-900 Supplement, August 1994.
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Table 2
Exports in Relation to Output

Millions of Dollars

1987 1988 1990 1991 1992 1993
United States
Gross State Product 4,548,182 4,911,706 5,232,032 5,518,482 5,690,865 6,085,754 6,358,274
Merchandise Exports 246,437 312,060 348,127 392,975 421,853 447,471 464,858
Share of Total 5.4% 6.4% 6.7% 71% 7.4% 7.4% 7.3%
New England
Gross State Product 277,750 303,694 319,944 327,043 331,974 349,856 363,990
Merchandise Exports 14,446 17,083 19,299 21,765 22,949 23,767 24,534
Share of Total 5.2% 5.6% 6.0% 6.7% 6.9% 6.8% 6.7%
Connecticut
Gross State Product 79,234 86,429 91,292 94,329 96,384 100,704 103,757
Merchandise Exports 3,319 3,829 4,473 5187 5,699 5,711 6,325
Share of Total 4.2% 4.4% 4.9% 5.5% 5.9% 5.7% 6.1%
Maine
Gross State Product 18,993 20,895 22,415 23,007 23,241 24,341 25,179
Merchandise Exports 656 805 915 1,075 1,040 1,027 1,141
Share of Total 3.5% 3.9% 41% 4.7% 4.5% 4.2% 4.5%
Massachusetls
Gross State Product 132,250 145,116 152,301 154,208 156,090 164,978 172,617
Merchandise Exports 8,349 9,692 10,472 11,687 11,891 12,158 12,195
Share of Total 6.3% 6.7% 6.9% 7.5% 7.6% 7.4% 7.1%
New Hampshire
Gross State Product 20,760 22,444 23,170 23,616 24,404 25,990 27,122
Merchandise Exports 885 1,025 1,106 1,210 1,143 1,049 1,115
Share of Total 4.3% 4.6% 4.8% 5.1% 4.7% 4.0% 41%
Rhode Island
Gross State Product 17,366 18,794 19,931 20,664 20,657 21,832 22,741
Merchandise Exports 506 560 650 756 784 1,004 1,025
Share of Total 2.9% 3.0% 3.3% 3.7% 3.8% 4.6% 4.5%
Vermont
Gross State Product 9,147 10,016 10,835 11,219 11,198 12,011 12,575
Merchandise Exports 731 1,173 1,684 1,950 2,391 2,819 2,734
Share of Total 8.0% M1.7% 15.5% 17.4% 21.4% 23.5% 21.7%

Source: Gross state product data for 1987 lh_rouah 1551 are from the U.S. Bureau of Economic Analysis. Estimated gross state product for 1992
and 1993 are authors' calculations, derived by ordinary least squares regression with industry earnintgs. béplace of work, as the sole independent
the

variable. (Hegression results are available upon request.) Export values are from the U.S. Bureau o

for Social and Economic Research.

has. In 1980, all of the New England states were
among those most dependent on manufacturing em-
ployment.8 By 1991, however, none of the New
England states were in the top category. Over the
period covered by this study, New England’s share
of total U.S. manufacturing employment fell from
7.2t0 5.9 percent. The decline in the region’s share of
production jobs was even sharper.? While part of this
job loss was due to technological change and re-
flected productivity improvements, some jobs were
shifted to other parts of the country and overseas, in
part because average hourly earnings for the region’s
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ensus and the Massachusetts Institute

production workers continued above the national
average. As a result, the manufacturing activities
remaining in New England increasingly have focused
on administration, service, and research and devel-
opment functions. Accordingly, much of the final
processing and export of goods produced by firms
headquartered in New England is likely to occur

® That is, with 25 percent or more of total employment in
manufacturing.

? Between 1987 and 1991 (the latest date for which regional
data are available), employment of production workers fell by 11
percent nationally and by 19 percent in the region.
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Table 3

U.S. Parent Exports to Foreign Affiliates as a Share of Total U.S. Merchandise Exports,

Selected Countries, 1991°

Percent
U.S. Parent Exports to Share of Parent-to-Affiliate Exports in:
Affiliates as a Share of Electric and Memo: Sales to the
Total U.S. Merchandise Electronic U.S. as a Share of
Country Exports to Country Transportation Equipment Total Affiliate Sales
Canada 38.2 56.4 35 245
Europe 25.7 3.2 53 4.0
Latin America 20.2 38.7 20.6 20.7
Mexico 26.9 51.7 258 25.8
Japan 16.5 A 7.8 4.7
Malaysia 17.9 0 75.8 27.0
Singapore 27.6 n.a. 26.4 24.7
Total 23.0 26,7 B.9 101

PThese data, which are for U.S. nonbank parents and their majority-owned foreign affiliates, are preliminary.

Note: Parent exports may include exports of services.

Source: U.S. Bureau of Economic Analysis. U.S. Direct Investment Abroad: Operations of U.S. Parent Companies and Their Foreign Affiliates,
Preliminary 1991 Estimates, Washington, D.C.: U.S. Government Printing Office, July 1993; and "U.S. International Transactions, First Quarter 1994,"

Table 2, Survey of Current Business, June 1994, p. 102

elsewhere. From this perspective, in other words, a
region’s relative export dependence or performance
reflects the domestic competitiveness of the region’s
manufacturing sector.

As the regional economy shifts increasingly to-
wards service activities, the failure of state export
data to cover exports of services becomes more of a
problem. Nationally, exports of services, which in-
clude travel, transportation, and business services
like accounting, engineering, and data processing
services, have been growing somewhat faster than
merchandise exports. While merchandise exports
rose 83 percent between 1987 and 1993, service ex-
ports grew 89 percent. “Other private services”
(which is the largest component of services after
travel and includes financial, telecommunications,
and business, professional, and technical services)
soared over 106 percent, while the royalties and
license fees important to New England biotech com-
panies, for instance, rose 93 percent. Because New
England has a disproportionately large share of U.S.
jobs in financial and business services (these sectors
accounted for 38.0 percent of New England’s non-
agricultural employment in 1993, compared with 33.5
percent for the nation), it is almost certain that the
region has produced a relatively large share of these
service exports and is, thus, more dependent on
overseas sales than the data on merchandise exports
alone would suggest.
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In addition, as mentioned above, exporting is not
the only or even the widest avenue to foreign mar-
kets. Finding that foreign sales benefit from an on-
the-spot ability to customize products and provide
ongoing service support, U.S. firms increasingly are
serving these markets from foreign affiliates. Indeed,
as Table 4 shows, sales of goods by foreign affiliates
of U.S. companies to unaffiliated customers were
almost twice as large as total merchandise exports in
1991. Sales by European affiliates were roughly four
times U.S. merchandise exports to Europe. Data on
U.S. foreign direct investment abroad provide no
information on the state where the U.S. parent is
located, in large part because U.S. firms often have
facilities in more than one state. Nevertheless, be-
cause New England has a disproportionately large
share of U.S. employment in several industries where
outbound foreign direct investment looms important
(computers, electronics, and fabricated metals, for
example), it seems plausible that New England firms
have been particularly active foreign investors. In
addition, New England has strong traditional trade
and inbound investment ties with Europe, the site
of over half of U.S. foreign direct investment assets
(and over 40 percent of affiliate employment) in 1991.
Altogether, thus, foreign sales are likely to be a great
deal more important to New England firms than the
state export data indicate.

With all of the above caveats in mind, the rest of
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Table 4

Sales of Goods by Foreign Affiliates® of U.S. Firms to Unaffilinted Entities, by Location of
Affiliate, and U.S. Merchandise Exports to the Same Country

Billions of Dollars

1987 19917
Affiliate® u.s. Ratio Affiliate® u.s. Ratio
Sales Exports 152 Sales Exports 3+4
(1) (2) (3) (4)
All Countries 5421 250.2 2.2 798.7 416.9 1.9
Canada 91.0 62.0 1.5 115.0 85.9 1.3
Europe 309.0 709 4.4 479.4 121.6 39
Japan 31.0 27.6 1.1 47.7 47.2 1.0
Australia 21.2 53 4.0 29.9 8.3 3.6
Latin America & Other
Western Hemisphere 47.9 349 1.4 63.7 63.3 1.0
Other Asia & Pacific 26.6 43.7 6 521 81.2 6

“Majority-owned nonbank foreign affiliates of nonbank U.S. parents. P = preliminary
Source: U.S. Bureau of Economic Analysis, U.S. Direct Investment Abroad: Operations of U.S. Parent Companies and Their Foreign Affiliates,
Revised 1987 Estimates and Prefiminary 1991 Estimates, July 1980 and July 1893; Survey of Current Business, June 1994,

this article will explore why New England’s merchan-
dise export performance has lagged the nation’s. The
analysis is based on the origin-of-movement data
because they represent the best available indicators
of recent export trends that include information on
export destination.

V. How Rapidly Are New England’s
Exports Growing?

As mentioned above, merchandise exports ac-
count for a rising share of national output. But, over
the period 1987 to 1993, New England’s exports grew
more slowly than the nation’s except in 1989 (Figure
3). While national exports rose 89 percent, the re-
gion’s exports grew just 70 percent.!® Although the
differences were small in some years (1990 and 1993),
it seems somewhat curious that New England would
consistently underperform the national rate of export
growth, given its traditional dependence on trade.
On the other hand, judging by employment trends,
the region’s manufacturing industries were generally
in a state of relative decline vis-a-vis the national
sector at this time.

This section sets out to “explain” the region’s
relatively lackluster export growth by focusing on
two determinants of this performance—the region’s
export product mix and its market orientation. It asks
two hypothetical questions: How rapidly would the
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region’s exports have grown if exports of each prod-
uct had increased at the national rate? and How
rapidly would the region’s exports have grown if
exports of each product fo each destination had grown
at the national rate? The second step controls for
differences in the region’s and the nation’s traditional
geographic orientation or “market mix”” as well as for
differences in product mix. As it turns out, the
residuals not explained by this estimating procedure
point to the major reasons for the region’s relatively
slow export growth.

In the first step, total New England exports were
estimated for each year from 1988 to 1993!! assuming
that regional exports perfectly tracked the national
export performance of each product. For example,
because national exports of paper products rose 4.4
percent between 1989 and 1990, New England’s ex-
ports of paper products were also estimated to have
grown by 4.4 percent, instead of by the 4.5 percent
actually observed. Following the same procedure for
all products, for each year, summing the estimated
export values, and comparing the estimates with the
export values actually observed indicates whether the

" Information for the first half of 1994 suggests that the
discrepancy is continuing; national exports grew 7.1 percent on a
year-over-year basis while the region’s exports climbed just 2.8
percent.

"' The analysis did not include 1994 because a full year's data

were not available at the time of writing,
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Figure 3

Export Growth in New England and the United States
Actual and Estimated”
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Source; Massachusetts Institute for Social and Economic Research; authors’ calculations.

region’s export product mix explains its relatively
disappointing export performance over time.!2

To control for New England’s above-average
dependence on exports to relatively slow-growing
regions like Europe and Canada, total New England
exports were then estimated assuming that regional
exports tracked national exports of each product to
each destination in each year (step 2). For example,
New England paper exports to France in 1992 were
assumed to have grown at the same pace as U.S.
paper exports to France in that year.

The results of this two-step process are shown
in Table 5. Estimated exports (line 6) are obtained by
adding the results of step 2, which controls for both
product and market mix, to actual exports for the
preceding year. The estimated growth in exports has

12 Because the origin-of-movement data for state exports are
only available at the 2-digit SIC code level, this study’s adjustments
for product mix are only partial. For example, employment data
indicate that computer-related products account for a much larger
share of SIC 35, industrial machinery, in New England than they
do nationally. Similarly, aircraft looms much larger in transporta-
tion (SIC 37) in New England than in the national industry.
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two components: product gain and destination gain.
The difference between the estimates made in step 1
(controlling for product mix alone) and actual exports
equals the product gain, shown in line 3. The product
gain measures the extra exports New England would
have sold if exports of each New England product
had grown at the national pace. Destination gain (line
4) is calculated as the difference between the esti-
mates made in step 2 (controlling for product and
destination mix) and in step 1 (controlling for product
mix alone). The destination gain indicates whether
New England has benefited or suffered from its
traditional trade ties. Finally, the unexplained resid-
ual (line 7) is the difference between total estimated
and actual exports. This residual reflects factors other
than product mix and market mix that account for the
difference between the regional and national export
performance.

These calculations yield a striking conclusion.
New England’s export product mix and market ori-
entation do not account for the region’s subpar trade
performance from 1987 to 1993. In fact, New En-
gland’s export product- and market-mix should have
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Table 5

Actual versus Estimated Exports from New England, 1987 to 1993

Millions of Dollars

Cumulative
Change,
1987 1988 1989 1990 1991 1992 1993 1987 to 1993
1) Actual Exports 14,446.4 17,083.5 19,299.0 21,7653 229490 23,767.2 245344 +10,088.0
2) Actual Change 2,637.1 2,215.5 2,466.3 1,183.7 818.2 767.2 +10,088.0
3) Estimated Product
Gain 4,186.5 1,950.4 2,610.2 1,637.1 1,516.9 1,495.5 +13,396.6
4) Estimated Destination
Gain —-170.7 462.9 832.9 —494.7 —-200.7 —-169.3 +260.4
5) Total Estimated Gain 4,015.8 2,413.3 3,443.1 1,142.4 1,316.2 1,326.2 +13,657.0
6) Estimated Exports 14,446.4 18,462.2 208755 243186 254610 26,777.2 28,1034 +13,657.0
(actual)
7) Unexplained
(1-6 or 2-5) -1,378.8 -197.8 -976.8 41.4 —-498.0 —-559.0 —-3,568.7

Source: Authors' calculations based on MISER data. See the text for details.

caused its export gains to exceed the nation’s in five
of the six years covered by the study, as shown in
Figure 3. Over the entire period covered by this
study, actual New England export growth exceeded
the modeled result only in 1991.

Looking at the results in more detail indicates
that, by and large, New England enjoys an attractive
product mix and exports the type of U.S. goods
increasingly in demand in foreign markets. The New
England export growth implied by U.S. export
growth for comparable 2-digit products exceeded
actual export growth in every year from 1988 to 1993.
For the entire period, the region’s exports should
have been $3.3 billion higher than they actually were
if they had tracked national trends without regard for
differences in market orientation.

However, performing the second step and con-
trolling for the region’s market orientation indicates
that New England’s geographic focus is sometimes
disadvantageous. In 1989 and 1990, the region’s ex-
port ties to Europe and Canada were beneficial, since
those countries were approaching cyclical peaks and
were investing heavily in American goods, like trans-
portation and electronic equipment. But from 1991 to
1993, when restructuring Latin American economies
and South East Asian countries were the nation’s
fastest growing foreign markets, New England was at
a disadvantage. In those years, the region’s market
focus damped its export performance by an estimated
$169 to $495 million per year.

All told, thus, the model estimates (by succes-
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sively adding estimated export gains to estimated
exports in each preceding year) that for the 1987-1993
period as a whole New England exports should have
been $3.6 billion larger than they actually were, given
the region’s product mix and market orientation. In
other words, unexplained factors reduced New En-
gland’s export growth by $3.6 billion. What were
these additional factors?

Examining the shift-share residuals for total ex-
ports, as well as for each industry, helps to answer
this question.!? For example, because the residuals
were positive in a single year, 1991, the proposition
that the region’s below-average export growth re-
flects unusually limited access to trade finance seems
unconvincing. Other research has shown that the
region’s “credit crunch” was most severe in 1991, the
only year in which New England’s export growth
exceeded the modeled results.

In addition, negative residuals did not predomi-
nate across a wide range of product categories and
showed no consistent trend over time. This result
undermines the suggestion that New England is
especially disadvantaged by a lack of public sector
support for exports or that its cost environment is
generally or increasingly debilitating. Although ei-
ther explanation may apply to particular industries or

3 A statistical supplement with actual and estimated exports,
and residuals, for individual New England states and industries is
available on request to Research Library-D, Federal Reserve Bank
of Boston, P.O. Box 2076, Boston, MA 02106-2076.
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states, the evidence does not support a broad-based
deficiency.

Finally, it is noteworthy that, over time, one
sector—industrial machinery—accounts for the bulk
of the negative residuals. In fact, New England
exports of this set of products fell well below the
modeled results in each year and, for the entire
1987-93 period, this one industry’s cumulative resid-
ual amounted to $3.5 billion, virtually all of the
region’s unexplained export shortfall for the years
studied. While other industries, such as transporta-
tion equipment and instruments, also had substantial
negative residuals (—$0.9 billion and —$0.5 billion,
respectively), these residuals represent relatively
small fractions of the total shortfall and were largely
offset by positive residuals in industries like chemi-
cals ($0.4 billion), fabricated metals ($0.4 billion) and
electronic equipment ($0.2 billion). In other words, if

By and large, New England
enjoys an attractive product
mix and exports the type of
U.S. goods increasingly in
demand in foreign markets.

it were not for the industrial machinery industry,
New England export growth would have done a
reasonably good job of tracking the nation’s export
performance. '
One explanation for the industrial machinery
sector’s relatively poor performance may be the fa-
miliar misfortunes besetting the region’s computer
industry during this period; more powerful micropro-
cessor-based personal computers and the trend to-
wards open-architecture systems have both cut into
the market share of the region’s mini-computer mak-
ers. More generally, the level of industry detail avail-
able with the origin-of-movement export data (2-digit
SIC codes) may simply be too broad to allow full
adjustment for differences in product mix. For exam-
ple, computers account for a major part of the indus-
trial machinery industry in New England, but for a
much smaller share of the national industry. Thus,
using trends in U.S. exports of industrial machinery
to estimate New England’s industrial machinery ex-
ports (largely computers with falling prices) could
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greatly exaggerate the region’s apparent export short-
fall. Similar distortions could also contribute to the
relatively large residuals found in the transportation
and, to a lesser extent, the instruments industries. In
the case of transportation equipment, for example,
aircraft engines and parts dominate the regional
industry whereas autos or complete aircraft loom
larger elsewhere.

VI. Summary and Policy Implications

This article uses the best available state export
data, the U.S. Census Bureau’s origin-of-movement
data provided through the Massachusetts Institute
for Social and Economic Research, to explore the
reasons for New England’s below-average export
performance from 1987 to 1993. En route, the article
points out that the region’s exports differ from the
nation’s because they comprise more highly pro-
cessed merchandise and are disproportionately des-
tined for European and Canadian markets.

Although New England’s recent export growth
has lagged the nation’s, the shift-share analysis of
product and market mix underlying this article indi-
cates that the region has no pervasive “exporting
problem.” On the contrary, the region’s apparent
underperformance seems to be substantially attribut-
able to a single industry, industrial machinery. Al-
though the origin-of-movement data cannot support
further conclusions, other data suggest that the re-
gion’s relatively slow export growth largely relates to
its above-average dependence on computers as well
as to the specific challenges confronting the regional
computer industry.!* Otherwise, the region appears
to enjoy a generally favorable export product mix,
dominated by the high-tech capital equipment for-
eigners seek from the United States. The data provide
no indication that the region suffers from peculiarly
limited access to trade finance or that ongoing struc-
tural shifts from manufacturing production activities
to services have pulled its export growth below
average.

On the other hand, New England’s traditional
trade ties to Atlantic Rim countries did prove detri-
mental from 1991 to 1993. Europe and Canada, New
England’s major export markets, suffered severe re-
cessions in those years, and the region’s exports

4 Another possible exception is the region’s above-average
dependence on aircraft engines and parts, rather than complete
aircraft or autos, within the transportation industry.
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suffered as a consequence. As of late 1994, however,
recovery is well under way in these areas. Accord-
ingly, New England’s established market focus—
rooted in geography and culture—should soon be-
come less disadvantageous.

Nevertheless, Latin America and Asia will un-
doubtedly continue to gain importance as U.S. export
markets, as these developing regions outpace growth
in the mature industrial countries and become in-
creasingly open to trade. Starting in early 1994, the
North American Free Trade Agreement (NAFTA)
gradually eliminates Mexican tariffs (presently aver-
aging 10 percent) on U.S. products. Similarly,
NAFTA provisions protecting U.S. intellectual prop-
erty rights and a side agreement on enforcing Mexi-
co’s environmental laws enhance export opportu-
nities for the U.S. software and environmental
businesses, important in New England. Other Latin
American and Asian countries are also committed to
reducing barriers to international trade and invest-
ment and have made such policies a central aspect of
their development strategies as their leaders have
increasingly recognized that cutting trade barriers
will improve their nation’s productivity and living
standards. Such policies led over 120 countries to the
commitments embodied in the Uruguay Round
amendments to the General Agreement on Tariffs
and Trade (GATT), recently approved by the U.S.
Congress.

Although the foregoing analysis suggests that
New England exporters are generally aware of and
responsive to global market trends, obtaining a good
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understanding of foreign markets requires timely and
appropriate trade data. Given the growing impor-
tance of services in international trade, information
on state service exports would be most welcome. In
addition, the data on state merchandise exports by
industry would be much more useful if transporta-
tion could be divided into autos and other transpor-
tation, and if computers and office equipment could
be segregated from other industrial machinery.,

In light of New England’s traditional involve-
ment in international trade and investment, it is
somewhat reassuring to find that the region’s recent
export performance is probably akin to the national
average, once remaining differences in product mix—
particularly the relative importance of computers—
are taken into account. Still, since the computer
industry remains key to New England’s industrial
future, this result provides no grounds for compla-
cence. Indeed, the fact that New England merchan-
dise exports have not grown faster than the national
average, given New Englanders’ international so-
phistication, probably reflects the region’s ongoing
shift from manufacturing production activities to ser-
vices. After all, relative merchandise export perfor-
mance signals a region’s competitiveness as a manu-
facturing production site. The ongoing restructuring
of the regional economy suggests that New England-
ers will increasingly serve global markets through
exports of services and overseas investments. For this
reason, the merchandise trade data discussed in this
article provide only a partial picture of New En-
gland’s involvement with the world economy.
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