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Derivatives are the fastest-growing financial instruments of our time.
When used strategically, they can be very effective tools to mitigate risks.
When used to speculate, that is, to bet on the inefficiency of financial
markets, they can be trouble, especially if you are unaware that you are
betting.

On April 28, 1995 the Federal Reserve Bank of Boston held an
educational forum entitled "Managing Risk in the ’90s: What Should You
Be Asking about Derivatives?" The daylong forum, presented by experts
from nonfinancial corporations, investment and corrunercial banks, pen-
sion funds, issuers of securities, academics, lawmakers, and government
regulators, discussed important issues in the management of risk. The
speakers outlined a conceptx~al framework for analysis of derivatives
and suggested risk management guidelines for successful use of deriva-
tives. This article is based on the presentations and discussions at that
forum.                                                            3

Recently, federal regulators responsible for enforcing the antitrust
laws have shown a renewed interest in the potential anticompetitive
effects of vertical mergers--mergers between two independent firms in
successive stages of production. This greater activism in vertical merger
cases is in striking contrast to the permissive policies that prevailed
throughout the 1980s, which, in turn, were a response to the Justice
Department’s and the Federal Trade Commission’s open hostility to
vertical mergers during the 1960s and 1970s.

The cyclical antitrust treatment of vertical mergers over the past
three and one-half decades has been strongly influenced by the theoret-
ical research of academic economists and lawyers. This article examines
the empirical evidence of anticompetitive foreclosure in vertical mergers
challenged by the Justice Department and the Federal Trade Commission
during the period from 1963 to 1982. The authors find no evidence of
anticompetitive market foreclosure for the saanple of vertical merger cases
challenged by the antitrust agencies during this period. They suggest that
a more permissive policy towards vertical mergers be maintained until
the theory can spell out more clearly the circumstances when vertical
mergers result in anticompetitive foreclosure.                      27
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A time-honored description of the "monetary transmission channel"
suggests that the Fed controls the federal funds rate, which affects the
rates on longer-term credit market instruments, which affect the expected
real (inflation-adjusted) rates on longer-term instruments, which affect
real spending on interest-sensitive goods, which affects unemployment
and inflation. And yet one key link in the chain, the expected real
long-term interest rate, is not observable.

This article explores the link between the behavior of monetary
policy and inferences about the behavior of the expected long-term real
rate of interest. Analysis of this link reveals a sound empirical basis for
the standard transmission channel. It also provides an explanation of the
Bernanke-Blinder observation that short-term nomh~al rates are highly
correlated with real output, an explanation that is fully consistent with
the standard transmission cham~el.                                  39

Three years ago, the Federal Reserve Bank of Boston released an
examination of racial patterns in mortgage denial rates in the Boston area.
The study was motivated by newly available data on mortgage appli-
cants, showing that black and Hispanic applicants were two to three
times as likely to be turned down for mortgages as white applicants. The
study gathered all the variables thought to be missing from the HMDA
analysis, such as the applicants’ debt burdens and credit histories, to see
whether these economic factors explained the racial difference in denial
rates. Although the additional information did explain much of the
difference, after taking account of economic factors the applicant’s race
still significantly affected the probability of getting a mortgage.

The study has been influential and has caused many institutions to
review their lending practices and supervisory agencies to alter their
examination procedures. The study has also drawn criticism, with critics
claiming that variables have been omitted, the model misspecified, errors
made in the data, and information about racial differences in foreclosures
ignored. This article provides a detailed rebuttal to these criticisms and
shows that even after incorporating the concerns of some of the study’s
strongest critics, applicants’ race as well as economic characteristics
affected the probability of getting a mortgage in 1990.               53
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r~ erivatives" has become a code word for anything financial that)bites you when you least expect it. Everyone has read recent
accounts where use of derivatives has contributed to bankrupt-

cies or major financial losses to municipalities, counties, corporations, or
banks. However, as is usually the case with reports of monumental
events, the focus has been only on the negative. Derivatives also represent
more efficient ways of doing what can already be done with more basic
instruments, to hedge or arbitrage risks that exist naturally in any
business operation. Derivatives are the fastest-growing financial instru-
ments of our time. When used strategically, they can be very effective
tools to mitigate risks. When used to speculate, that is, to bet on the
inefficiency of financial markets, they can be trouble, especially if you are
unaware that you are betting.

On April 28, 1995 the Federal Reserve Bank of Boston held an
educational forum entitled "Managing Risk in the ’90s: What Should You
Be Asking about Derivatives?" The daylong forum, presented by experts
from nonfinancial corporations, investment and commercial banks, pen-
sion funds, issuers of securities, academics, lawmakers, and government
regulators, discussed important issues in the management of risk. The
speakers outlined a conceptual framework for analysis of derivatives and
suggested risk management guidelines for successful use of derivatives.
This article is based on the presentations and discussions at that forum.

The first section describes derivatives and their uses. It outlines their
origin and their history, and the reasons why they are the fastest-growing
financial instruments today. Section II provides practical examples of
how derivatives have been used to hedge risk or to increase returns,
along with some guidance about avoiding their pitfalls. It includes
examples of hedging from the perspective of a financial institution, a
corporate treasury, and a state government, as well as an example of
arbitrage, from an investment manager.

The third section deals with structured notes, which achieved some



notoriety because they were implicated in the Orange
County debacle; the thrust of this section is deter-
mining when structured notes and mortgage-backed
securities are appropriate investments. These securi-
ties offer unparalleled flexibility, but their risks are
often poorly understood. Section IV provides practical
guidelines as to the elements of a risk management
program, discusses the disclosures required for ac-
counting purposes, and describes the legal liabilities
that arise when derivatives lead to losses.

The fifth section focuses on the implications of
the growth in derivatives for regulators and for the
industry itself. Two distinct concerns emerged: first,
ensuring that investors are protected by either regu-
lation or the quality of the counterparty relationship,
or both, and second, maintaining the stability of the
financial system. Six major securities firms have de-
veloped a voluntary set of standards and practices in
the areas of management controls, evaluation of cap-
ital to risk, regulatory reporting, and counterparty
relationships. In another effort, major securities and
foreign exchange trade associations have developed a
voluntary code of conduct for wholesale over-the-
counter market transactions that focuses on the coun-
terparty relationship. On the regulatory side, much
has been done to reduce the potential for systemic risk
in the use of derivatives. However, congressional
leaders are not convinced the voluntary approach
used by the industry is sufficient, and legislation has
been introduced to increase regulatory oversight and
control derivatives sales practices. Whether this is
necessary is the issue.

Investors can take steps to clarify their under-
standing of derivatives, and dealers can make the
nature of counterparty relationships more evident.
Moreover, the markets have proved quite resilient to
recent crises involving derivatives, and a persuasive
argument can be made that derivatives actually re-
duce the likelihood of a crisis, by facilitating risk-
sharing in a more complex world. The most serious of
recent problems have not involved exotic derivatives
but rather mundane instruments. It was the all-too-
human tendency to "bet the ranch" that was respon-
sible for these problems as much as the instruments
themselves. Restricting the use of derivatives through
regulation could be counterproductive, but market
participants must exercise self-discipline and restraint.

Cathy Minehan concluded the forum by posing
10 questions that should be asked by any prospective
end users of derivatives. These questions focus on
three basic areas in controlling derivatives activities:
investment strategy, relationships with counterpar-

ties, and the internal risk management process. Unless
users can answer "yes" to all the questions, they
shonld not be using derivatives.

¯ In the area of investment strategy, do I have a
written investment strategy that has been ap-
proved by the relevant governing authority and
conforms to the laws and regulations that affect
the kind of investments I can make?

¯ Do I have internal and external monitoring mech-
anisms independent and sophisticated enough to
spot deviations from my investment strategy that
I may be unaware og and tell me about them?

¯ In the area of counterparty relationships, do I
have a way of assessing the credit risk associated
with my counterparty?

¯ Have I given my written investment strategy to
my counterparties, be they brokers, dealers, or
banks from whom I am purchasing a derivative?
Have they acknowledged the unique aspects, if
any, of my strategy and understood the legal,
regulatory, and other constraints involved?

¯ If I rely on my counterparties for investment
advice, have I informed them of this and received
acknowledgment, as well as an explanation of
how conflicts of interest will be avoided?

¯ In the internal risk control process, do I have
written limits on the market and credit risk I am
willing to bear?

¯ Do I have systems at my disposal, whether inter-
nally or,. through my counterparty, for monitor-
ing, valuing, and stress-testing my positions?

¯ If valuations are done by my counterparties, can
I verify them independently?

¯ Is the staff responsible for managing and oversee-
ing my positions trained to evaluate the risks
inherent in my portfolio and to monitor those
who manage my investments?

¯ Are these oversight personnel independent and
able to overrule those doing the investing, if
necessary?

I. The Use of Derivatives

Jay Light, Professor of Finance,
Harvard Business School

Derivatives are not new. They ~vere actively
traded in 1670 in Amsterdam, at the time one of the
dominant world markets for securities and commod-
ities. There, the vast majority of trading was done
through derivatives, particularly forward contracts.

4 September/October 1995 New England Economic Review



What Are Derivatives?

The value of derivative instruments is often
linked to prices of traded securities. For example,
a stock option is a derivative security whose
value depends on the price of a stock.

The term derivative is also used to refer to a
variety of debt securities, sometimes called struc-
tured securities, that have derivative character-
istics or embedded options. For example, some
bonds contain call and put options. A callable
bond allows the issuer to buy back the bond at a
predetermined price at certain times in the fu-
ture. Conversely, a puttable bond allows the
holder to demand early redemption at a prede-
termined price at certain times in the future.

t,, l<.! .d <l,.~{’,afiv,:~. For instance, prepaylnent
privileges on fixed rate mortgages are equivalent
to the call option on a bond, while early redemp-
tion privileges on fixed rate deposits are equiv-
alent to the put option.
Derivatives can be categorized according to sev-
eral characteristics. First, they can be classified
on the basis of the underlying asset, index, or
rate of exchange to which they are linked. Sec-
ond, derivatives also can be classified as either a
forward contract or an option contract (or a
combination of the two). A forward contract is
an agreement to buy or sell a security at a future
date at a price determined at the time of the
contract. In contrast, an option contract confers
the right, but not the obligation, to purchase or
sell a security at some future date at a predeter-
mined price.

.~ t .~. Over-the-counter contracts are usually
between two financial institutions or between a
financial iustitution and its corporate customer
and are often individually tailored to the cus-
tomer’s requirements. In contrast, standardized
derivatives are traded on exchanges (where for-
ward contracts are known as futures). As the two
parties to the contract do not necessarily know
each other, the exchange itself guarantees that
the contract will be honored.

September/October 1995

The original purpose of these instruments was to
facilitate trading when time lags were involved in the
transaction. The payments system in Amsterdam in
the seventeenth century was slow and cumbersome,
and forward contracts allowed traders to reduce costs.

Modern use of financial derivatives in the United
States can be traced to the GNMA futures contract,
which began trading in the 1970s. This futures contract
was developed by financial institutions as the in-
creased volatility of interest rates made the holding of
mortgages more risky. Today, derivatives are used for
three reasons: to reduce risk, to change the nature of
one’s financial exposure, and to reduce transaction
costs. Economists tend to define derivatives as tools
for risk management. Dealers tend to think of deriva-
tives as a way of making a spread. And some CEOs of
asset management firms think of derivatives as a way
of making some risk-adjusted arbitrage profits.

Derivatives are the fastest-growing financial in-
strument of our time, as measured either by the rate
of growth of new contracts or by the amount of
existing contracts. The volume of futures trading on
any given day is several times the volume of trading
on the New York Stock Exchange. The volume of

Derivatives are used today for
three reasons: to reduce risk,
to change the nature of one’s
financial exposure, and to
reduce transaction costs.

over-the-counter derivatives such as swaps has also
increased dramafically. According to the most recent
annual survey conducted by the International Swaps
and Derivatives Association, the notional amount out-
standing of interest rate swaps has reached almost
$9 trillion, and of currency swaps $1 trillion. Caps,
floors, and collars total a little over $1 trillion.

In a sense, derivatives rnarkets are now the "tail
that wags the dog" of the underlying securities mar-
kets. Much of the price discovery, that is, discovery of
future securities prices by traders and investors from
the current market data, now occurs in derivative
markets, and in this way derivatives trading influ-
ences the price of the underlying securities. It is worth
noting, however, that the large notional amounts

Nezo England Economic Review 5



Professor Light listed 11 ways to buy the
S&P 500 stock index:

Purchase every one of the 500 stocks in the index;

Buy one of a number of futures contracts trading
on the S&P 500;

Negotiate a forward contract on the index with a
private intermediary, such as an investment
bank;

Bny a call option on the S&P 500, which would
allow one to capture the capital gains on the S&P
500, should prices rise;

Buy the 500 stocks in the index and buy a put
option, yielding the same result as buying a call
option, namely, ensuring against a drop in the
price of the index while allowing one to benefit
from a rise in its price;

Buy a bond convertible into the S&P 500 at face
value;

Buy from a Wall Street dealer a structured note
with an interest rate tied to the return on the S&P
500;

Buy from a bank an equity-linked Certificate of
Deposit that would pay a guaranteed miniraum
rate, but if the S&P 500 increased over a certain
level, the interest rate would be tied to that
increase;
Buy a Guaranteed Investment Contract with the
same linkage from a life insurance company;

Enter into an equity swap where one would pay
a floating interest rate (usually London Inter-
bank Offer Rate, known as LIBOR) and receive
the rate of return on the S&P 500; or
Buy a unit investment trust that holds the S& P
500; an example is a SPDR, traded on the Amer-
ican Stock Exchange.

Prqfessor Light noted that all these are contracts that
could be used domestically. Another whole set qf func-
tionally equivalent contracts could be entered into
.h’om London or Tokyo or other financial centers.

involved in derivatives trading often overstate their
importance. In derivatives trading, one often takes
two offsetting positions that are non-dnally very large,

but what really matters is the difference between
them, which is usually relatively small.

The Many Forms of Derivatives

A great variety of derivatives exist today, many
very close substitutes for each other in the sense that
they are designed to accomplish the same economic
goal. This should be kept in mind when discussing
proposals to regulate derivative activities. The impli-
cations of this for regulatory structure are profound,
both for the way money is managed and for the
regulatory process by which the government super-
vises relationships among interlnediaries and between
intermediaries and final customers.

Why so many ways to accomplish the same
thing? In a perfect world, with no trading costs, no
transaction costs, no taxes, and no regulations, where
everyone could borrow at the same riskless interest
rate, these contracts would be completely redundant

Derivatives exist because in
the real world there are trading
costs, limitations on borrowing,

margin requirements, taxes,
and regulatory constraints.

and they would not exist. They do exist precisely
because in the real world there are trading costs,
limitations on borrowing, margin requirements, taxes,
and regulatory constraints. From the vantage point of
users, derivatives are a way to minimize transaction
costs, taxes, or limitations on borrowing; but from a
regulator’s perspective, derivatives can sometimes be
seen as a way to circumvent constraints on the trans-
actions that particular types of institutions are allowed
to undertake. Derivatives are more mundane than
people often imagine. They allow people to accom-
plish the same transactions as in the cash market, only
more cheaply and more effectively.

The Value of Derivatives

From the poh~t of view of individual market
participants, derivatives provide a number of benefits
such as opportunities for cost reduction, lower trans-

6 September/October 1995 New England Economic Review



Figure 1
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Short DM

Payoff
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1
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DM Forward Purchase

.65 .7    .75

.65 .7 .75
Exchange Rate

.85

action costs, and lower taxes. Derivatives allow fast
and easy execution while limiting credit risk and
allowing firms to obtain financing at a lower cost.
From the systemic point of view, derivatives provide
for more effective sharing of risk. When derivatives
can be traded more economically than other instru-
ments, they allow the process of price discovery to
take place much more quickly, leading to fairer and
better prices.

II. Effective Derivatives Strategies

Hedging Foreign Exchange Risk at Gillette

Gian Camuzzi, Senior Assistant Treasurer,
The Gillette Company

When a U.S. company buys German equipment,
with a fixed price that must be paid in deutsche marks
in six months, the company faces a significant foreign

exchange risk. If the mark depreciates relative to the
dollar, the firm will pay a lower cost for its equipment
in dollar terms and so will have a gain. But if the mark
appreciates, the cost of the machine will be higher and
the firm will experience a loss.

The firm can hedge, or lock in, the price of
equipment in dollar terms either by using basic cash
instruments or by using a derivative. To use cash
instruments, the firm would purchase the needed
marks at the spot or current rate, deposit them for six
months, and at the same time borrow the U.S. dollar-
equivalent. Alternatively, the firm can hedge its expo-
sure by entering into a forward contract to buy the
marks in six months at an exchange rate agreed upon
today, say 0.7 dollars to the mark. The effect is to lock
in the exchange rate for the mark that the firm
requires. The results of hedging with a forward con-
tract are depicted in Figure 1. The first diagram shows
the firm’s unhedged position. The effect of the forward
purchase alone is depicted in the second diagram. The
third diagram shows the combination of the two--the

September/October 1995 Nezo England Economic Review    7
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firm is now completely insulated from the movements
of the dollar-mark exchange rate. Entering a for~vard
contract requires no initial payment. Since the firm
does not need to borrow the U.S. dollar amount, it has
a cleaner balance sheet. In addition, it faces no invest-
ment risk from keeping marks on deposit and can
frequently achieve a better exchange rate.

As an alternative to a forward contract, the com-
pany could buy a call option to purchase the needed
amonnt of marks at a certain exchange rate six months
from now. If six months from today the actual ex-
change rate turns out to be greater, the company
exercises the option and buys the marks it requires at
the agreed-upon exchange rate. If the actual exchange
rate is below the exercise price of the option, the
firm does not exercise the option but instead buys
marks on the market in the usual way. The option
alternative allows the firm to insure itself against a
higher exchange rate while still benefiting from the
lower exchange rate. This is depicted in the three
diagrams in Figure 2. The first again shows the firm’s

unhedged position. The second shows the effect of
buying a call option alone. The third diagram shows
the combined result. The firm can still benefit from a
favorable movement of the exchange rate but is insu-
lated from a possible loss from an unfavorable move-
ment. Of course, this insurance comes at a price. While
entering a forward contract entails no initial payment,
ptu:chash~g an option means payh~g an option premitun.

Hedging can go wrong, of course, and I will give
you an example. Suppose a U.S. computer company
sells its products in Germany, where it competes with
another U.S. manufacturer. Suppose the first company
is worried about the risk of a rising dollar that would
make its computers less competitive in Germany. To
hedge against that risk, the company enters into a
contract to sell the mark forward. The company ex-
pects to have a profit on its forward contract, which
would counteract the expected loss on its sale of
computers if the dollar rises against the mark. Sup-
pose further that, instead of rising, the dollar falls
against the mark. The firm now has a loss on its

8 September/October 1995 Nezz~ England Economic Review



~, ~,~i,.~-l,,~-~~. The parties to an over-the-counter derivative transaction are known as counterparties.

1~ ~l~, ~I,,,~,,\ Options are referred to as in the money, at the money, or out of the money. An in the money
option wouid lead to a positive cash flow for its holder if exercised immediately. An at the money option
would lead to a zero cash flow if exercised immediately, while an out of the money option would lead to
negative cash flow if exercised immediately.

I~\c~,-~. i: i,~.~ A debt instrument whose coupon fluctuates inversely with a level of a given interest rate
index. The price of an inverse floater varies inversely with the level of the interest rate, but more sharply than
the price of a fixed-coupon bond. Thus, investing in an inverse floater is similar to a leveraged investment
in fixed-coupon bonds.

I~c~c,~ I~a~. L~i~ An interest rate cap protects a floating-rate borrower against a rise in interest rates. The
seller pays the buyer at specified intervals over the life of the contract the difference (if any) between a
specified reference rate and the cap rate.

I~.~~,~i i4~t~, i!,,, ~ An interest rate floor protects a floating-rate investor against a decline in interest rates.
The seller pays the buyer at specified intervals over the life of the contract the difference (if any) between a
floor rate and a specified reference rate.

I~tc.~~.~t ILatc C,,!]~ An interest rate collar is the purchase of an interest rate cap and the sale of an interest
rate floor.

I ~d~; I~kt:~ba~!. ~ !i;:.,~ !4,~i:, ~! ii’,; }i4~ The rate of interest offered by banks for deposits from other banks
in the Eurocurrency market.

;i,~~:4a;~,-l;~-<l,.~:.d >c~i~ic~- These securities are created when a financial institution sells its residential
mortgage portfolio to investors. The mortgages are put into a pool and investors acquire a stake by buying
units entitling them to a share of principal and interest payments in the underlying mortgages. These units
are known as mortgage-backed securities. The timing of the payments received by investors depends on the
prepayment rates of the mortgages in the pool.

5,.,. _~l~ A swap is an agreement between two parties to exchange a series of cash flows for a period of time.
The main categories of swap contracts are interest rate, currency, equity, and commodity swaps.

;’!ai~’~ \ ~ ~-.i’.!,,, I~t,.~-..~-i l,.~, %.,v~ }, The most common type of swap, it consists of an exchange between two
parties of fixed-rate interest for floating-rate interest in the same currency.

i’~ ~,i- ’~"’ ,~i’ An exchange between two parties of floating-rate interest payments pegged to two different
indexes, such as a three-month Treasury rate for a three-month LIBOR.

forward contract. If the hedge is set up correctly, that
loss would be just offset by a larger profit on the sale
of computers. Suppose, however, that the firm’s main
competitor was not so hedged and in response to the
strengthening mark reduces its prices in Germany.
Then the firm’s sales and profits are lower than it had
expected because its computers are now less compet-
itive. In addition, the firm is still losing money on the
foreign exchange hedge. Meanwhile, the firm’s stock-
holders and financial analysts expect higher earnings
because of the weak dollar. Those expectations would
not be realized.

The Gillette Company had $1.2 billion dollars in
derivatives contracts in 1994, versus $980 million in
the previous year. These derivatives consist of basis
swaps to achieve desired floating-rate debt, currency
swaps and forward contracts to shift debt into desired
currencies, and out-of the-money average basket cur-
rency options to protect dollar profit against major
adverse currency developments in Europe.

Gillette has been careful to establish risk control
measures for its use of derivatives. These include clear
policy, procedures, and limits. The company requires
central execution, meaning that only the corporate

September/October 1995 New England Economic Review 9



treasury department can execute transactions. The
weighted average credit rating of Gillette’s counter-
parties in transactions was AAA last year. Gillette has
in-house expertise that allows it to model and price its
derivative positions independently. In addition, Gil-
lette uses multi-bidding: It requires bids from at least
two potential counterparties, thus providing an addi-
tional check on the prices the company is paying.

Hedging Interest Rate Risk at
Bank of Boston

Bradford H. Warner, Group Executive,
Treasury, Bank of Boston

I will describe managing interest rate risk by
hedging with derivatives, from the perspective of a
financial intermediary, in this case a regional bank. A
bank’s performance is very sensitive to movement in
interest rates. The interest rate risk arises from mis-
matches in the maturities of its various loans and
deposits, whose interest rates chm~ge at different thnes.
The lnat~wities of loans and deposits nmst be responsive
to the demands of the bmtk’s corporate and retail cus-
tomers, and this does not leave the bank in a naturally
hedged position. Moreover, the bank is exposed to the
option-like prepayment risk of its mortgage portfolio.
Derivatives provide the bank with a versatile and
efficient tool for actively managing those risks and
achieving a preferred balance of risk and return.

At Bank of Boston, we use two measures of
interest rate risk. The first is a simulation model that
allows tlie bank to measure how net interest earnh~gs
would respond short-term to various interest rate
scenarios. The second and longer-term model mea-
sures how the market value of the company will
change under different interest rate environments.
This model takes account of how interest rates affect
the bank’s assets, liabilities, and off-balance-sheet po-
sitions. Bank of Boston assesses longer-term effects of
interest rates using the market value model, and in
1994 the Bank relied primarily on the readings of that
model to guide its decision-making becanse it fit its
balance sheet structure ~vell.

Table 1 describes Bank of Boston’s balance sheet
as seen through the lens of the market value model. It
shows what would happen to three basic components
of the balance sheet--the core businesses, and securi-
ties and derivatives in the risk management port-
folio--if interest rates rose or fell by 100 basis points
(1 percent). On the basis of its core bnsinesses alone,
the bank was positioned to benefit from rising rates,

Table 1
Market Value Model’s View of Bank of
Boston’s Exposure to Interest Rate Risk
Smillions

Variation in Market Value:
January 1994

Rising Declining
100 bp 100 bp

46 (88)Core Businesses
Risk Management Portfolio

Securities (43) 38
Derivatives (63) ,92

Total Net Exposure (60) 42

but to mitigate against that natural sensitivity the bank
liad positions in securities and derivatives that were
set to benefit from falling rates. At that time, interest
rates were falling, but a month later in February of
1994 monetary policy shifted and rates began to rise.
We decided early in this rate cycle that the bank’s
balance sheet position needed to be changed so that
it would not suffer from the rise in rates. The bank
settled on a series of derivatives solutions. It pur-
chased $1.5 billion worth of call options on swaps,
which gave it the right but not the obligation to enter
h~to a series of swaps in which it would pay a fixed
rate of interest in exchange for a floating rate. The
bank also established a position in Eurodollar options
that capped its exposure to a rise in interest rates
within a predetermined range, and it sold strips of
Eurodollar futures contracts.

Table 2 shows what happened to the market
values of the bank’s portfolio in the 12-month period

Table 2
Results of Bank qf Boston’s Hedging
Strategy in 1994
Smillions

Increase (Decrease)
in Market Value

Core Businesses

Risk Management Portfolio
Securities
Derivatives

Net Change in Market Value

467

(125)
(254)
88
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from January through December of 1994 (interest rates
rose over that period). The core portfolio of assets and
liabilities appreciated by $467 million. This reflects the
fact that the bank’s assets have mostly floating interest
rates, and thus appreciate as rates rise, while its
liabilities have a longer duration. In addition, the bank
has a mortgage servicing portfolio, which appreciates
as rates rise. The securities the Bank held for risk
management purposes and derivatives depreciated by
$379 million, and overall Bank of Boston’s net market
value increased by $88 million. Thus, by using deriv-
atives the bank translated a potential loss of $40
million to $50 million (if rates had declined) into a net
gain of $88 million in market value.

You could look at this result and ask, "Why did
you use derivatives at all? If you had not used them,
you would have made half a billion dollars." Of
course, with perfect information about what the future
holds, one need not hedge. But without perfect infor-
mation about the future, there is too much risk h~ leav-
ing the portfolio unhedged. So we use derivatives to

create a prudent balance of risks and expected returns.
Bank of Boston could have achieved a similar

balance sheet profile by raising a lot of long-term,
fixed-rate debt, but that would have resulted in unde-
sirable funding concentrations and additional capital
requirements. Using derivatives instead avoided that
problem and provided a number of additional bene-
fits. In particular, derivatives are more efficient for a
bank because they use less capital and do not reduce
liquidity.

Using Derivatives for Arbitrage

David R. Mittehnan, Senior Vice President,
Harvard Management

Interest rate swaps are one of the most basic and
fundamental building blocks of the derivatives mar-
ketplace. I will very quickly define the swap market
and then describe how we use the s~vap market to
identify arbitrage opportunities in bond markets. A

Table B-1 shows the price, yield to maturity (YTM), internal rate of return (IRR), and spread (IRR less
YTM) of a 7.25% coupon bond and a 13.75% coupon bond, both maturing on 8-15-2004. The prices and yields
to maturity are those bid on 7-25-1995. The IRR was calculated by discounth~g the cash flow of the bonds by
the corresponding swap rates from the swap yield curve. In this example, the yield pickup of the high vs. low
coupon bond is approxLmately 5 basis points.

Table B-2 shows how to realize this yield pickup by combining the high coupon bond with the zero
coupon Treasury strip to replicate the cash flows from the lower coupon bond. The first row shows the price
and yield to maturity of the low coupon bond, the second row the high coupon bond, and the third row the
zero coupon strip. The fourth row shows the "synthetic" low coupon bond that is replicated from the high
and the zero coupon bond. The ratio of high to zero coupon bond is fotmd by dividing the low coupon into
the high coupon: Ratio = 7.25%/13.75% = .52727. Then the bonds are combined in that proportion:

.527273 × 149.12 = 78.6270
+ .472727 × 55.578 = 26.2732

104.9002

Table B-1
1 2 3 4 5=4-3

Bond Price Y-I-M IRR Spread

7.250%
08-15-2004 105.24 6.475 6.763 .288

13.75O%
08-15-2004 149.12 6.490 6.723 .233

Yield Pickup .055

Table B-2
Bond Price YTM

7.250% 08-15-2004 105.24 6.475

13.750% 08-15-2004 149.12 6.490

0% 08-15-2004 55.578 6.595

7.250% 08-15-2004 104.90 6.524

Yield Pickup .048
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bond investor can use derivatives as benchmarking
devices to determine the relative values of bonds, and
then use derivatives as tools to extract that value
without incurring ancillary risks. In particular, we use
the interest rate swap market to value Treasury bonds.

A swap is an agreement between counterparties
to exchange one set of cash flows for another for a
prescribed period of time, based on a fixed rate or
formula. The most common interest rate swap is an
exchange of payments at a floating rate for payments
at a fixed rate of interest. The swap market is very
liquid, and the smooth and continuous term structure
of swap interest rates (also known as the LIBOR term
structure) can be used to value virtually any fixed-
income instrument. The box "Treasury Bond Arbi-
trage" provides an example of two non-callable Trea-
sury bonds maturing on the same date nine years from
now--one with a 7.25 percent coupon and one with a
13.75 percent coupon. While the two bonds have
similar yields to maturity, the high-coupon bond has
a lower internal rate of return than the low-coupon
bond.1

It is possible to combine the higher coupon bond
with a zero-coupon Treasury strip in a ratio that
would exactly reproduce all the cash flows of the
lower coupon bond. This "synthetic" Treasury bond,
which is quite simple to create, offers investors an
increase in yield equal to the difference in the internal
rates of return on the two bonds (again, see the box).

By using the interest rates from the swap market
as the discount rates, disparities can be identified even
in a market as "efficient" as the U.S Treasury market.
By using swaps, strips, futures, or other types of
derivative products those opportunities can be cap-
tured, in many cases without any loss of liquidity or
credit. Moreover, this technique can be used in any
market in the world in which the swap market exists.

It is also possible to value more complex financial
contracts, such as amortizing securities or those with
uneven payment schedules, using the same cash flow
discounting techniques. In these cases, another benefit
unique to the derivative marketplace becomes obvi-
ous. Owing to the flexible nature of the derivative
markets, perfect cash flow matching hedges can be
created using strips of Eurodollar futures, amortizing
swaps, or swaps of virtually any payment structure.

1 The difference between a bond’s internal rate of return and its
yield to maturity arises because of the difference in the discount
rates used in discounting the bond’s cash flows. Yield to maturity is
calculated with a constant discount rate, while internal rate of return
is calculated by discounting each cash flow by the corresponding
rate from the swap yield curve.

This eliminates the need to take the risk inherent in the
generic hedges of selling Treasury bonds with fixed
cash flows against issues that do not have the same
fixed cash flows.

Use of Derivatives by a Public Agency

The Honorable Joseph D. Malone,
Treasurer and Receiver General,
Commonwealth of Massachusetts

As Treasurer of the Comlnonwealth of Massachu-
setts and fiduciary for the investlnent of about $16
billion in funds, I deal with many of the specific issues
on the agenda today. Approximately $13 billion rep-
resents assets in the Commonwealth’s two largest
public pension funds, MASTERS and PRIM. The pen-
sion assets are invested to achieve a maximum long-
term rate of return, in order to achieve full funding
of the state’s pension system by 2028. We manage
$1 billion on deposit with the state’s deferred compen-
sation plan. A $1 billion Massachusetts Municipal
Depository Trust (MMDT) and internal cash portfolios
are also invested, with the goal of providing liquidity
to the Commonwealth and the other participants of
MMDT.

The Commonwealth does utilize derivatives in its
investment portfolios where they are appropriate and
consistent with their written investment objectives
and policies. Certain of MASTERS and PRIM’s invest-
ment advisors utilize derivatives; these include such
commonly used products as S&P 500 index futures,
used by a passive equity manager; certain lower-risk
mortgage derivatives, used by fixed-income manag-
ers; and currency futures and forwards, used to de-
fensively hedge the exposure of the international
securities. However, the fund managers are prohibited
from investing in derivatives that replicate a risk not
otherwise permitted in a particular portfolio, such as a
currency risk in a domestic portfolio; derivatives that
are improperly leveraged; and derivatives that are
considered to be high-risk. The latter are primarily
those fixed-income products that place at risk the
repayment of principal at maturity. These guidelines
are consistent with the goal of the pension funds to
maximize the long-term return on assets over a 20- to
30-year horizon, where short-term returns and liquid-
ity are not emphasized.

The MMDT and the in-house cash portfolios are
handled differently. The primary investment objective
of these funds is the preservation of principal and
assurance of liquidity. Based on this objective, neither
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portfolio manager--Fidelity in the case of MMDT and
Treasury personnel in the case of the in-house portfo-
lios-is permitted in its guidelines to invest in any
derivative products.

In the past few years we have undertaken reforms
and achieved an investment structure and oversight
procedure that I hope will serve us well in coming
years. We were the first public pension fund to require
that all providers of investment services disclose in
writing all their relationships with middlemen and
other marketers with respect to Commonwealth busi-
ness. We broadened on our own initiative the powers

The dangers of the financial
system are not limited

to derivatives.

of our MASTERS’ Oversight Committee, and at PRIM,
we established a series of subcommittees to review all
staff recommendations, to ensure that the appropriate
level of due diligence had been completed. Finally, we
have solicited and received the assistance of leading
private and academic professionals in order to bring
the oversight necessary to do the job right.

In conclusion, I would like to emphasize that the
dangers of the financial system are not limited to
derivatives. In fact, we must be vigilant that the cur-
rent fervor concerning derivatives by those who may
not understand the term does not unduly discourage
their appropriate use by responsible investors.

III.
Structured Notes and
Mortgage-Backed Securities

The Risks and Advantages of

An Analysis of Structured Notes and
Mortgage-Backed Securities

Peter Tufano, Associate Professor, Harvard Business School

As the only non-practitioner on this panel, I
would like to describe a conceptual framework for
analyzing mortgage-backed securities and structured
notes as packages of bonds and options. To set the
stage, I will start with a specific example of a securities

package having a fixed rate coupon of 8 percent and
maturing in 10 years, at most. Would you want to buy
this package? The principal balance may decline over
time, and it will decline faster in a low-interest-rate
environment. Such a package could represent a num-
ber of different instruments. It could be one of the
older, traditional instruments, such as a callable cor-
porate bond or a callable Treasury bond. Alterna-
tively, it could be a mortgage-backed security. Since
people tend to prepay their mortgages more often in
low-interest-rate environments, the principal balance
is bound to decline. Or, this could be a structured note,
such as an index-amortizing note, where the coupon is
fixed at 8 percent but the principal balance amortizes.
And finally, this could be a combination of securities,
such as a fixed-rate bond minus a call option, or a
money-market investment coupled with an index-
amortizing swap.

The instruments described above, while function-
ally equivalent, have many important differences, par-
ticularly in the institutional details that surround
them. One obvious difference is credit risk. A Treasury
bond issued by the U.S. government has a different
credit risk from that of a corporate bond or a struc-
tured note sold by a Wall Street dealer. The credit
risks of instruments with embedded options differ
from those with unbundled options, because in un-
bundled packages the credit risk of the party issuing
the bond is not the same as that of the party issuh~g
the option.

The instruments differ in the structure and pre-
dictability of their call features. With an amortizing
note, the investor knows exactly how the note’s prin-
cipal balance will decline as a function of interest
rates. With a mortgage-backed security, the investor
does not know this exactly because prepayments on
mortgages cannot be predicted with great accuracy.
The instruments also differ in their liquidity and
transaction costs. The mortgage market, for instance,
is large and liquid, which means that bid-ask spreads
tend to be tight. The index-amortizing note market is
less liquid, however, and bid-ask spreads tend to be
larger. Differences are also found in regulatory treat-
ments and, for banks, in capital requirements. Ac-
counting treatments and tax implications also differ
for various instrmnents, even though they may be
functionally equivalent. Finally, the instruments differ
in their prices and rates of return. Thus, when com-
paring the five or six ways to get the same basic
payoff, the investor must evaluate a list of character-
istics, such as credit risk, structure of options, liquid-
ity, regulatory and accounting treatments, impact on
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taxes, price, and return, and the investor must also
understand their relative importance.

But how do you decide if any of these instruments
are appropriate investments? We can think of invest-
ment decisions in terms of three basic approaches:

¯ the effect of the new investment on the existing
portfolio, in terms of risk and return;

¯ a directional view of the market, or speculation;
¯ exploitable mispricing in the market, or arbitrage.

In each of these situations, you should ask a
number of specific questions. For portfolio effect, the
investor must first evaluate the structure of the exist-
ing portfolio. A bank, for exalnple, would evaluate its
current assets and liabilities and how their market

A conceptual framework
is available for analyzing

mortgage-backed securities
and structured notes as packages

of bonds and options.

values would change as interest rates change. Second,
the investor should think about the goal of the overall
portfolio in terms of risk and return. And finally, the
key question must be how the new investment will
contribute to the return and risk of the overall port-
folio.

In taking a directional view of the market, the
investor should ask himself four questions: What is
the precise bet I am trying to make? On what basis
do I believe that I can "beat the market"? Does the
investment make the precise bet I want, and no
others? And, how will the bet perform under extreme
circmnstances?

About a year ago, a type of instrument called a
squared LIBOR swap (also known as the turbo swap
or power swap) received a lot of attention in the press.
These instruments behaved reasonably when ana-
lyzed in a narrow range of interest rates. However,
when interest rates went to extreme levels, these
instrmnents caused enormous gains and losses. There-
fore, it is myopic to look only at small ranges of
interest rates and to fail to consider what would
happen to the portfolio if the bet turns out to be wrong
by a large margin.

In using derivatives to exploit arbitrage opportu-
nities, the investor should ask three questions: Can I
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set tip the offsetting trade that eliminates my risk? If
the arbitrage gap remains open or widens tempo-
rarily, can I sustain the position? Are new risks created
by this arbitrage? In particular, people sometimes
forget that they take on credit risk in order to set up
some "arbitrage" trades. Whether the purpose of the
investment is modifying an existing portfolio, making
a bet, or arbitrage, the investor should make sure the
investment is fairly priced. The investor could shop
around and get several quotes for the same instrument
from different dealers, hire a consnltant to help price
the investment, or compare prices of alternative in-
vestments to each other. Or, finally, the investor could
break the packages apart and value the pieces sepa-
rately using an appropriate model and market data.
The investor needs a fair alnount of sophistication and
understanding of the models to do this, perhaps
requiring the advice of an independent consultant.

Essentially, structured notes, mortgages, and de-
rivatives more generally have offered the investment
community a new technology. I would hope that all
of you can figure out how to elnbrace this technology
and make the best use of it in your own businesses.

Inverse Floaters

William Demchak, Managing Director, Derivatives Market,
J.P. Morgan Securities, Inc.

Over the past year the press has sensationalized
derivatives and derivatives losses. I would like to
begin by putting the recent derivatives losses in per-
spective, in relation to more general market moves
over the same period. In particular, from year end
1993 to year end 1994, the U.S. Treasury market, on
average, lost about 9V4 percent of its prh~cipal value.
This amounted to $221 billion of lost ~vealth incurred
by investors in the U.S. Treasury market. We did not
read about this loss in the press, while the losses in
derivatives such as structured notes, although much
smaller, received a lot of coverage.

A structured note has been described as a bond
with an attached derivative. Like any other security, it
should be carefully evaluated in terms of risk and in
terms of your own portfolio. One type of structured
note is the inverse floating-rate note, whose interest
payments change in the opposite direction from the
level of interest rates. Investing in inverse floating-rate
notes is equivalent to taking a leveraged position in
bonds. For example, you can buy $30 million in bonds
for an investment of $10 million, by borrowing $20
million at a floating rate of interest. Alternatively, you
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An Outline for End Users

!.~r~i~,.: understanding your portfolio; set-
ring objectives and risk parameters; implelneut-
ing operating procedures; disclosing to relevant
audience.

t;~>.i,,~:l,~,li~h,,, \,,~a~ i,,,til,,li,,: appropriateness
of the underlying inst,’ulnents; standardized ver-
sus OTC contracts; direct versus indirect lever-
age; "covered" versus "naked" positions.

i’dl All~’l,’i ~, It.l ll~,lll.t’l li.,],.: elements of "value
at risk"; "normal" deviations and stress scenar-
ios; continuing validity of correlation assump-
tious; liquidity and priciug criteria.

I’,~~,_.{~.,~,, I~,~ k ll,/ti[ li,;[,,: exchange-traded
contracts--clearing corporation; OTC instru-
meuts--counterparty exposure; credit enhance-
merit and collateralization; capital cnshion for
insolvency.

llt~l~h,m~q~!i~!;h%iliw~,~.dt~>,>: legalauthority
aud authorization procedures; proper documen-
tation and master agreements; settlement ar-
rangements and netting procedures; taxes and
transaction costs.

II~lph’l,l~’I*tii~,, iI/~,nit~,~i~l:~; ]wt,~,=dtll~,,,: daily
marking to market; reporting procedures aud
special triggers; measnring performance of pro-
gram; internal and external audits.

kl,~I,,i~.’, ,~pl~~,l~ia{c ~ti~:~ h,,~l~’,~: disclosures to
customers--product suitability; disclosures to
shareholders--financial statements; disclosures
to regulators--systemic issues.

Robert C. Pozen, General Counsel and a Managing
Director of Fidelity Investments in Boston

can buy an inverse floater for $10 million which would
be similar to this leveraged investment. Orange
County had both leveraged positions in bonds
through repurchase agreements and investments in
inverse floaters. In some cases, they used inverse
floaters as collateral for repurchase agreelnents, thus
doubling their leverage. Interestingly, Orange County
lost more money in leveraged bond positions than in

September/October 1995

inverse floaters, which performed somewhat better.
Nevertheless, the loss was described in the press as a
big derivatives problem, rather than the leverage
problem that it really was.

Appropriate Use of Derivatives

Kris Mahabir, Managing Director, AIG International Inc.

My background includes five years as an investor
at Fidelity, so the attraction to me of the derivatives
market has been to find opportunities to make money,
to achieve a higher return than is available in the bond
market, or to achieve increased diversification for my
portfolio. Ho~vever, it is essential for every investor to
understand the risks iuvolved and take on only ap-
propriate investments. I will give examples of deriva-
tive securities that, in my view, are appropriate for
different types of investors with various objectives and
appetites for risk.

For money market funds, the suitable opportuni-
ties in derivatives are limited because the funds must
maintain stable principal value. One of the few such
instruments I could recommend to money market
funds is a capped floater. It generates a marginal
increase in yield and is capped at a certain point if
rates rise.

The next class of investor, the short-term bond
fund, is allowed to take some principal risk. Mort-
gage-backed securities would be appropriate for such
a fund, allowing it to diversify the risk of the portfolio
into COlnparable instruments. Mortgage-backed secu-
rities pay a fixed coupon rate, but the principal amor-
tizes at a variable rate depending on prepayments.
Making such an investment is equivalent to betting
against the long end of the Treasury yield curve,
because if the 10-year Treasury rate to which fixed-
rate mortgages are indexed falls, then prepayments
will accelerate and the duration of the investment ~vill
shorten. Investing in mortgage securities is similar to
an investment in an index-amortizing note or an
index-amortizing swap.

The municipal bond investor can take still more
risk than a short-term bond fund, because municipal
bond funds typically invest in longer-duration securi-
ties. There is also a tax effect, however, which states
that the interest that the municipal investor receives is
tax free, so long as leverage is limited to two times or
less the amount invested. Given this limit on the
amount of leverage, the municipal bond investor
should invest in the longest-maturity instruments and
leverage them by a factor of two. Then the investor
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should manage the duration of the portfolio by short-
ing Treasury futures, for example. Other ways to
manage the duration of the portfolio include embed-
ded options or swaps.

Total return investors can invest in equities. In-
deed, their benchmark asset is equities, and often they
will not make an investment unless it can provide
similar returns. If it does, then the investor can benefit
from the diversification provided by exposure to a
different market. For example, in 1993 short-term
interest rates were very high in Europe and a lot of
people expected them to come down. How could an
investor profit from that view? A total return investor
could not simply go out and buy short-term debt in a
European country because such debt did not provide
sufficient return, even if the view was correct. Instead,
the investor could enter into a trade with a leveraged
exposure to the short end of the yield curve. The level
of leverage must be carefully chosen to be appropriate
for the given portfolio. For example, if the portfolio’s
benchmark duration is five years, then the investor
can leverage the short-term bonds to provide an
effective duration of five years.

I have given you my view of the process of
investing in derivatives, particularly structured notes,
that you as investors should follow. To summarize,
your first objective should be to identify the classes
of trades that are suitable, given your particular
benchmark and acceptable risk. Then, because struc-
tured notes offer opportunities that can arise relatively
suddenly, you need to identify in advance what entry
points are going to be attractive. Finally, the paper-
work and documentation should be in place in ad-
vance, so that you are ready to take advantage of an
opportunity at any given time.

IV. Risk Management and Controls

Management Control of Derivatives

Robert C. Pozen, General Counsel & Managing Director,
Fidelity Investments

I plan to focus on the practical aspects of setting
up a derivatives program, and I will concentrate on
setting guidelines for the program and on its imple-
mentation. It is most important that these guidelines
be put in writing and placed before your authorizing
body, the Board of Directors or a subcommittee of the
Board.

The Establishme~t of Guidelines

The first step in setting up the guidelines is to
describe the objective of the program. Is its purpose to
manage liabilities? Is it to hedge a stock portfolio or a
bond portfolio? Is it to protect against adverse cur-
rency movements? What is the time frame for these
objectives? Next, the guidelines should describe the
scope of the derivatives program. What products will
be permitted to be used? Are there any geographical
constraints? Most importantly, how much leverage
will be permitted?

Market Risk

The next step is setting limits for market risk. To
begin, one must define the relevant time frame for
taking market risk, then decide on the way it is to be
measured. The standard approach involves "value
at risk," measured using probability analysis based on
a chosen confidence interval (such as two standard
deviations) and a chosen time horizon (such as one-
day or one-month exposure). Value at risk measures
the expected loss from an adverse market movement
with a given probability over a period of time. For
example, value at risk can be an amount of loss in
market value that will not be exceeded with 97.5
percent probability over a given period of time. This
approach allows one to measure the market risk across
derivatives and risk factors in a consistent manner and
to aggregate and compare these risks.

It is important to analyze "stress scenarios" by
considering what will happen to the portfolio in cases
of adverse and even improbable market environ-
ments. In many ways, 1994 saw one of those stress
scenarios, in terms of interest-rate movements. Inves-
tors must evaluate their ability to withstand such
scenarios and develop contingency plans.

The guidelines for risk management should be
specific about pricing policy. How often should the
instruments be priced? What happens if clear market
quotes are not available? How should the instruments
be carried on the books on a day-to-day basis? These
are complicated questions. A related issue is liquidity.
Most investors do not end up holding these instru-
ments to maturity. If they are to be sold, how quickly
and at what price can the investor unwind the position?

Credit Risk

Risk management guidelines must also set limits
for credit risk. For exchange-traded instruments such
as futures, credit risk is limited and confined to the
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clearing corporation. Even in the Barings case, the
Singapore Clearing Corporation was able to back the
contracts. In contrast, the over-the-counter (OTC) con-
tracts, such as swaps, carry a risk of default by the
counterparty. Most institutions need to develop a list
of the dealers whose credit risk is acceptable to them.
Another way to mitigate credit risk is to use credit
enhancements, such as third party insurance or collat-
eral for the instruments. But this is expensive, and the
investor must choose the appropriate trade-off be-
tween costs and benefits. Probably the best strategy is
to have a diversified list of approved counterparties
supplemented by a capital cushion against the possi-
bility of default by one of them.

hnplementatio~ of the Guidelines

A good implementation program is just as impor-
tant as having clear objectives and risk limits. Legal
authority and the authorization process must be well
defined. This means making sure that both counter-
parties have the authority to trade in the instruments
being considered. Do they need approval from their
superior in the organization or from a regulatory
body? Are the trades consistent with the guidelines set
forth in the authorizing statement?

A good implementation program is
just as important as having clear
objectives and risk limits. Legal
authority and the authorization
process must be well defined.

It is important to have proper documentation.
Many derivative trades are done orally, yet if they are
not properly doculnented, counterparties can get into
trouble. One way to deal with this is to have a
standard document ready to use with specific sets of
dealers. Institutions should also use master agree-
ments, because they allow one to put all the trades
within one set of legal documents. This also helps with
rolling over the tTansactions and with netting, which
allows one to set off different trades with the same
counterparty against each other. Netting measures
credit exposure more accurately and allows one to set
aside less capital. The settlement aspects of derivatives
are also critical, although much ignored. As a practical
lnatter, this means that one shonld not pay cash until
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one gets the security, and one should not give up the
security until one gets the cash. Unfortunately, this is
not ahvays easy to do, especially in foreign markets.

Monitori**g and Audits of Performa~ce

The next step is monitoring one’s derivatives
positions. The most important part of monitoring is
daily marking to market. Some people think that they
can get away with marking to market on a monthly
or even quarterly basis. However, the pricing in the
derivative markets changes very quickly and should
be monitored daily.

A monitoring system must include the measure-
ment of performance. A surprising number of institu-
tions with derivatives programs never measure how
well they do. Some of them say, "Look, we made a
profit on this derivative." This is not measuring per-
formance. You must have a baseline for comparison,
sl_~ch as what the profit would have been if the
institution did not hold the derivative.

My last point concerns internal and external au-
dits. It is important to have people from outside the
derivatives unit checking them periodically. This can
be done annually or semiannually by external audi-
tors. However, it really ought to be done more often,
by either internal auditors or the compliance depart-
ment. They ought to check the mark-to-market process
and what reports are being generated on a much more
regular basis than once or twice a year.

Accounting Treatment of Derivatives

Halsey Bullen, Project Manager, Financial Accounting
Standards Board (FASB)

A significant knowledge gap exists between ac-
countants and the derivatives markets and their par-
¯ ticipants. As you know, accounting is a double-entry
system, pretty much designed for cash instruments.
Forwards and swaps, though, can be an asset today
and a liability tomorrow, to give only one example of
the accounting challenges that derivatives markets
offer. FASB and other organizations have been study-
ing these matters for some time, including the defini-
tion of derivatives, corporate disclosure of their use,
and accounting treatment and taxation.

Disclosure of Derivatives Use

FASB’s efforts to set requirements for disclosure
started in 1986 ~vith Statement 105, which defined the
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instruments to be included. The definition is rather
narrow and includes forwards, futures, options,
swaps, and similar off-balance-sheet instruments. It
does not include mortgage-backed securities and
structured notes because these are on-balance-sheet
debt instrmnents. Statement 105 asked for disclosures
of the notional amounts of these instruments. While
somewhat helpful, this disclosure requirement may
have encouraged the recent demand for leveraged
swaps and other instruments where the notional
amount disclosed (following the letter of the rule) is
low, but the risk is fairly high. The situation has been
changed by more recent standards. Statement 107
requires disclosures of fair values not just of deriva-
tives but of all financial instruments.

In response to continued concern in this area, at
the end of 1994 FASB issued Statement 119, which
focuses on distinguishing between derivatives held for
trading purposes and those held for other purposes.
Its rnost important feature is the requirement that
companies disclose the objectives for using the instru-
ments within the context of the rest of the risk man-
agement picture of the organization. This includes
strategies followed and instruments used to ilnple-
ment those strategies. This is a required disclosure for
end users of derivatives. Statement 119 also encour-
ages but stops short of requiring quantitative disclo-
sures about risk management, such as value at risk,
gap analysis, and other quantitative lneasures of mar-
ket risk. Statelnents 107 and 119 are already effective
for larger firms. For firms below $150 million in assets,
they become effective at the end of 1995.

In response to concern about possible confusion
over various disclosure requirements, FASB has pre-
pared a special report, "Illustrations of Financial In-
strument Disclosures." In addition, bank regulators
and the Securities and Exchange Commission have not
been silent on the matter of derivatives disclosure.
Banks have new requirements in their call reports
starting in March 1995, and the SEC is on the point of
issuing additional, more detailed requirements of its
own. The Govermnent Accounting Standards Board is
also taking note of this area, particularly in repurchase
agreements and securities lending.

sured at market value. Others do not. And some de-
rivatives that are used for hedging can receive special
hedge accounting treatment, while others cannot.

Many such accounting problems are of long
standing. Anomalies occur whenever the hedging
instruments and the hedged items are not measured
in the same way. This results in a distorted income
statement. The responses to these anomalies have
been the hedge accounting pronouncements issued in
the early 1970s, Statement 52 on foreign exchange and
Statement 80 on futures contracts. (Hedge accounting
involves deferral of gains and losses on the hedging
instruments until they match up with the hedged
item.) This brought limited improvement but, unfor-
tunately, the two statements are not consistent and do
not cover all possibilities. It still is possible to take
advantage of hedge accounting to postpone recogni-
tion of a speculative or perhaps accidental loss or gain
until management finds it convenient to report it.

At FASB, we continue to search for better ac-
counting treatment of derivatives. We are exploring
several scenarios: mark to market all sides of the
hedge; defer recognition of all gains and losses; defer
recognition of gains and losses only to the extent that
a hedge is effective; mark derivatives to market with
realized gains and losses to earnings and defer unre-
alized gains on risk management derivatives in a
special eqtfity component; and a combination of the last
two. We are also considerh~g questions of derecognition,
when an asset is taken off the balance sheet and sold or
securitized. These are not just U.S. problems, but
global ones. Half a dozen international accounting
standard setters are also working on these questions.

Taxation of Derivatives

I will conclude by identifying a key problem in
the taxation of derivatives: A firm should not have to
report a capital loss on the hedging instrument at the
same time that it reports ordinary income on the
hedged item. This was a problem for a while because
of conflicting court decisions such as Arkansas Best
and Fannie Mae. Ne~v IRS regulations alleviate much
of the problem; however, it is important for derivative
users to get tax advice.

Accounti~g Treatment of Derivatives

In the area of accounting, we still find inconsis-
tency, both in current requirements and in the pros-
pects for improvement. Some derivatives now have to
be recognized in financial statements. Others do not.
Some derivatives that are recognized have to be mea-

Jurisdiction over Derivative Contracts

Nathan Most, Senior Vice President,
New Products Phmning, American Stock Exchange

I am going to talk briefly about the ambiguity of
jurisdictional authority between the Commodities and
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Futures Trading Commission (CFTC) and the Securi-
ties and Exchange Commission (SEC). The issne of
jurisdiction poses real problems for someone like me,
who is involved in designing and marketing new
instruments. Many investors will not trade a commod-
ity instrument trader CFTC jurisdiction because they
consider it to be very risky. They will, however, trade
a very similar instrument under SEC jurisdiction be-
canse they think it is equivalent to trading a stock.

The ambiguity about jurisdiction between the two
agencies arises because the Act that created the CFTC
did not define a futures contract. Since then, a number
of attempts have been made to define it, but it appears
that the CFTC does not want to adopt a definition that
might limit its area of jurisdiction. There is, however,
a very clear definition of what a commodity is: The
Act says that a COlnmodity is "anything on which a
futures contract has been traded in the past, the
present, or may be traded in the future."

Even though the CFTC Act does not define a
futures contract, it does impose a heavy penalty if a
contract is later legally found to be a futures contract
and is traded away from a designated market. This
means that an organization like the American Stock
Exchange or a clearing organization that issued the
contract runs a considerable risk. The biggest risk for
an exchange is that all the losers who had positions
in that contract will come back and say, "This is an
illegal contract. We want our money back."

I would like to see the CFTC accept a clear
definition of a futures contract, so that we at least can
know the kind of playing field we are on. This would
greatly reduce the costs of new product development,
as well as the time required, and it would be beneficial
to the entire trading community.

Theories of Legal Liability in
Derivative Transactions

Hal S. Scott, Prof~’ssor, Harvard Law School

My subject for today is liability in connection with
derivatives transactions. As I am sure you are all
aware, personally or from reading the press, we have
an explosion of lawsuits in the area of derivatives. By
some accounts, at least 30 multi-million-dollar law-
suits involving derivatives are currently in various
stages of disposition. Noteworthy recent examples are
a claim by Gibson Greetings against Bankers Trust for
$32 million in damages, and a claim by Procter &
Gamble against Bankers Trust for $195 million which
was settled for approximately $14 million. The largest

recent lawsuit was filed against Merrill Lynch last
Jannary by the Orange County Investment Pool, for
$3 billion.

Many of the transactions underlying the recent
litigation were swaps or structured notes reflecting
bets that interest rates in 1994 would stay constant or
go down. A rise in interest rates very quickly put these
derivative users in the red. It is imperative that both
users and sellers of derivatives be fully counseled
about the emerging law in this area. I can only give
you an overview of that law today.

1.Iltra Vires

Four principal theories underlie derivatives liti-
gation. One is ultra vires, the second is contract, the
third is fraud, and the fourth is suitability. Ultra vires
is the claim that the customer was prohibited by law
from engaging in a particular transaction and there-
fore is not bound by that contract. For example,
Orange County claims that the transactions it entered
into with Merrill Lynch were prohibited by the Cali-
fornia Constitution because they required Orange
County to becolne indebted to an amount in excess of
its revenue for the year. Similarly, in an action against
Lehman Brothers Commercial Corporation, China In-
ternational United Petroleum and Chemical Company
(UNIPEC) claims that its foreign exchange swaps were
in violation of Chinese laws prohibiting all persons
except those approved by the State Administration of
Exchange Control (UNIPEC had not been approved)
from engaging in foreign exchange transactions.

Contract Claims

The second set of claims is based on the contract
itself, and includes two main sets of contract claims.
The first is that the corporation is not bound by the
agreement, a claim somewhat like ultra vires. Gibson
argued that the swap with Bankers Trust was not
binding because it was made under economic duress
in a situation of financial emergency, and a principle
of contract law holds that contracts made under eco-
nomic duress are not binding. The second type of
contract claim is that the contract itself should embody
certain prior oral understandings reached between the
parties. If it does not, then no meeting of the minds
took place between the parties, and thus no contract at
all. For example, Procter & Gamble claims that it never
agreed to an allegedly secret and proprietary Bankers
Trust early lock-in pricing model as a term of its
derivative transactions. UNIPEC claims that it had an

September/October 1995 New England Economic Review 19



oral agreement with Lehman Brothers, which was not
honored, to close out all transactions if they reached a
debit position of $8 million or more.

Fraud Claims

The third theory of liability is fraud. The fraud
claims, which are based principally on a lack of
disclosure, arise out of common law--that is, case or
court law--or statutory law related to securities and
commodities, which is based on either the Securities
Act of 1993 or the Commodity Exchange Act of 1934.
As the common law generally imposes no duty to
reveal all material information, plaintiffs in these cases
have a strong incentive to fit derivative transactions
into coverage under the Securities Act or the Com-
modity Exchange Act.

Coverage under these Acts hinges on whether
certain derivatives are deemed securities or comlnod-
ities. The matter is as yet undecided by the courts. The
regulatory agencies, however, have taken certain ac-
tions that bear on this question. As a result of the
Gibson Greetings case, the CFTC and the SEC both
initiated investigations of Bankers Trust that resulted
in consent orders whereby it was determined that
Bankers Trust had committed statutory fraud in the
sale of certain derivatives. The SEC concluded that
two of the 12 types of swaps Gibson Greetings had
with Bankers Trust were securities, while the other 10
swaps were not. The swaps that the SEC determined
were securities were based on Treasury bill reference
rates, while those that were not were based on LIBOR
reference rates. The SEC decided that the Treasury-
based swaps were equivalent to cash-settled options.
Options are securities. Therefore, the swaps are secu-
rities.

What the distinction is between the Treasury bill
reference rates and LIBOR reference rates, as it bears
on the question of what a security is, is a mystery to
me. Subsequent to the SEC order, Procter & Gamble
amended its complaint against Bankers Trust to in-
clude causes of actions based on violations of secnri-
ties laws.

Suitability Claims

The fourth theory of liability is a suitability claim,
which may be based on a claim of violation of fidu-
ciary duty or a violation of Rule 10B5 of the 1934
Securities and Exchange Act or SOlne combination of
the two. Courts generally agree that the following four
elements are fundamental to a suitability claim: the

defendant recommended or purchased the investment
for the plaintiff; the investment was unsuitable for the
plaintiff; the defendant either knowingly or recklessly
and thus fraudulently recommended the unsuitable
investment; the plaintiff reasonably relied on the de-
fendant recommendation and made the investment.

One appellate court has added a fifth element
requiring that the plaintiff delnonstrate that the defen-
dant exercised control over the plaintiff’s account, but
that is only one court. Use of a suitability claim by
a large investor, such as Orange County, Procter &
Galnble, or Gibson Greetings, would at first appear
problematic. But the City of San Jose effectively uti-
lized a suitability claim to win a jury verdict against
broker-dealers, thus demonstrating the potential use
of suitability claims even for large investors who
would generally be considered sophisticated. Even so,
the sophistication of an investor will still be a critical
factor in a suitability claim.

An investor’s sophistication is also ilnportant to
understanding the intent of the defendant in recom-
mending the investment, which, in turn, bears on the
question of fraud. If a defendant recommends a spec-
ulative investment to an unsophisticated investor
who, the defendant knows, has or is likely to have
conservative investment goals, this is likely to result
in a conclusion of fraudulent intent. On the other
hand, if a defendant recommends a speculative invest-
ment to a sophisticated investor with generally con-
servative investment goals, that might be interpreted
as an offer to the investor to change its h~vestment
objectives and goals. If the sophisticated investor
accepts the recommendation, the acceptance can be
viewed not as a succnmbing to fraud, but rather as an
actual change in investlnent goals themselves. This
only applies to the sophisticated investor, however.

How does a court determine if an investor is
sophisticated? Courts have generally eschewed any
presumption of sophistication. They examine each
individual investor’s educational background, knowl-
edge of finance, and history of investing. Moreover,
courts frequently examine an investor’s ability to
understand the specific investlnent at issue rather than
just assuming that if you are sophisticated you can
understand everything. This is particularly important
in the derivatives context.

When the plaintiff is a legal entity, such as a city,
college, or company, the courts have focused on the
understanding of the individuals imlnediately respon-
sible for the entity’s investment decisions rather than
the sophistication of the entity itself. There are estab-
lished industry standards about suitability in general,
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such as the New York Stock Exchange’s "know your
customer" rule and the NASDAQ suitability rule.
However, these rules do not quite fit for derivatives.
As a result, the derivatives industry has recently made
efforts to formulate a voluntary framework for stan-
dards relevant for suitability and for disclosures that
deal with derivatives issues.

What is the relevance of these efforts to the legal
liability issue? These standards may come in as evi-
dence in court. The plaintiff may say, "Look, here is
a document that says, ’you should do A, B, C, and D’
and you didn’t do it. That is evidence that you were
not fully disclosing or that you were recommending
an unsuitable investment." What weight such stan-
dards will receive as evidence remains to be seen.

In conclusion, I would stress that liability for
derivative transactions is an emerging area of law.
Dealers need to be aware of their potential liability so
that they may avoid it. Users need to be aware of their
rights. Although the sophistication of users will play
a substantial role in liability issues, it is not a show-
stopper. Sophisticated investors may also act outside
their authority, have a claim for breach of contract, be
defrauded as a result of lack of disclosure, or invest in
unsuitable investments.

V. Is More Regulation Necessa~~d?

The Honorable Edward J. Markey, Member of the
LI.S. House of Representatives

One of the continuing challenges for legislators
and regulators is striking the appropriate balance
between assuring our nation’s financial markets are
well regulated and adequately protect investors, and
not imposing unnecessary or burdensome regulations
on business. I would like today to give you a congres-
sional perspective on the consequences of derivatives
for our financial system, and some ideas on how our
nation’s regulatory apparatus can promote the fair
and efficient operation of this vitally important mar-
ket and meet the diverse needs of the dealers and
end users that participate in it. My remarks are based
on the information gathered by the Subcommittee
on Telecommunications and Finance that I chaired
from 1987 through 1994, and of which I am now
ranking Democratic member. During the past two
years I conducted five oversight hearings on the
derivatives markets, and the General Accounting Of-
fice provided our subcommittee with a report last
year. We have also held numerous conversations with
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market participants and regulators who are experts on
the subject.

I recently introduced the Derivatives Dealers’ Act
of 1995 (HR 1063), which would authorize the Securi-
ties and Exchange Commission to oversee certain
currently unregulated derivatives dealers, such as
those affiliated with securities or insurance firms. The
bill would require such dealers to register with the
SEC and empower the SEC to set capital standards for
such dealers, conduct inspections or examinations of
such dealers, and receive financial reports from them.

The bill would protect investors by allowing
appropriate sales practices rules, including suitability
rules, to be established for such derivatives dealers. It

Voluntary guidelines are not a
substitute for an effective system

of oversight and supervision,
since they provide no assurance

that all of the unregulated dealers
who should adhere to a voluntary

framework will do so.

would enhance the SEC’s antifraud and anti-manipu-
lation anthority over such derivatives dealers and
define equity derivatives as securities, thereby clarify-
ing their coverage under the antifraud provisions of
the federal securities laws. This legislation is necessary
to close the regulatory gap that now leaves some
dealers regulated and others unregulated. We cannot
allow the continuation of a situation in which the
SEC is fated to be the Blanche DuBois of our finan-
cial regulators--always relying on the kindness of
strangers.

The SEC, working with six securities firms, has
developed a voluntary h’amework of guidelines aimed
at addressing many of the concerns covered in his
legislation. While this voluntary framework contains
many positive elements, it falls short when it comes to
sales practices and risk disclosure. For example, the
guidelines state at one point that the firms "have
agreed to adopt the practice of providing new profes-
sional counterparties with a written statement identi-
fying the principal risks associated with over-the-
counter (OTC) derivatives activities and clarifying the
nature of the relationship between the parties." Else-
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where the report lnerely suggests that a dealer "should
consider providing" such information. Which is it?

The draft set of principles and practices devel-
oped by the Federal Reserve Bank of New York is
inadequate in terms of protection afforded to custom-
ers. For example, the draft proposal appears to impose
no affirmative duty or obligation on dealers to disclose
anything to their customers about the risks associated
with a derivatives transaction. Even if the voluntary
guidelines were improved to provide more protection
for customers, they would not be a substitute for
an effective system of oversight and supervision. They
provide no assurance that all of the nnregulated
dealers ~vho should adhere to a voluntary framework
will do so.

While the National Association of Securities Deal-
ers (NASD) has issued proposed rules relating to sales
practices and suitability, even the revised rules have
failed to provide comparable suitability protections
for a uumber of derivative products that are not as
clearly defined as securities. Regulators must mini-
mize the potential for derivatives to contribute to
disruptions in the U.S. and global financial systems,
and take action to harmonize derivatives regulation in
the United States and abroad.

The Concerns of the Federal Reserve System

The Honorable Susan M. Phillips, Member of the Board of
Governors of the Federal Reserve System

I would like to outline the interest of the Federal
Reserve System in derivatives, both as a central bank
and as a bank supervisor. As a central bank, the
Federal Reserve is concerned about systemic risk that
might jeopardize the financial stability of the markets,
both domestic and international. From a bank-super-
visory standpoint, the Federal Reserve wants to pro-
tect the federal deposit insurance program and ensure
that the supervised financial institutions are not them-
selves a source of systemic risk.

The financial system has proved quite resilient to
recent shocks. The past two years have seen significant
changes in interest rates and exchange rates. As a
result, shocks have been felt from large entities facing
problems, such Barings Bank and Orange County. Just
because losses occur, ho~vever, does not necessarily
mean that systemic risk is present. Systemic risk is
not just something that affects Wall Street, but also
something that has the potential to affect Main Street.
By definition, it involves real macroeconomic activity,
either in the long run or in the short run.

A systemic crisis could start anywhere. It can start
from a cascading of asset prices or from the demise of
a major financial institution. The causal factors are
unpredictable, and the effects may vary dependiug on
the number and size of firms involved. It would also

The recent shift in focus f!’om the
development of derivatives

instruments to the management
of risk in the derivatives market

is a positive trend.

depend on the economic environment. A strong econ-
omy may be better able to withstand shocks. Charac-
teristic of a systemic crisis is that market participants
start holding back payments, causing gridlock. This
can lead to a disruption of payment and settlement
systems. As the crisis spreads more broadly, it can
cause a more general disruption of financial or credit
markets. The risk of contagion varies, depending not
only on the economic environment but also on the
specific nature of the firms involved and how idiosyn-
cratic the problem is.

For example, no systemic risk was associated with
the Barings problem, despite the fact that it was an
old, large, and reputable firm, and despite some
disruption to several exchanges. The potential prob-
lems with Barings were thought to be isolated because
they were seen as associated ~vith the internal controls
of this particular firm and not as a widespread prob-
lem. Second, exchange markets were involved, so the
perception was that an institutional process was in
place to work out the problems.

The Federal Reserve is working to prevent poten-
tial systemic problems by improviug the nation’s legal
and financial infrastructure. As examples of actions
taken to shore up the system, I would cite the follow-
ing: strengthening the enforceability of bilateral net-
ting arrangements; adjusting bankruptcy statutes to
assist in orderly firm exit; improving payment and
settlement systems; encouraging the l_~se of same-day
funds in corporate securities trades; imposing fees
for daylight overdrafts, thus reducing intraday risks;
and extending the hours of the Fedwire system.

Individual firms are also paying more attention
to systemic risk. They are stress-testing their internal
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risk management systems, to try to assess the possi-
ble effects of some of these systemic disruptions.
This is a healthy sign, although it is more difficult for
firms to assess this kind of risk. The recent shift in
focus from the development of derivatives instru-
ments to the lnanagement of risk in the derivatives
market is a positive trend. While there has been
concern that a systemic shift could disrupt the lnarket,
the argument can also be made that the use of inno-
vative financial instruments has actually made the
market more resilient.

In focusing on those institutions for which the
Federal Reserve has direct oversight, the Federal Re-
serve is trying to ensure that these entities use sound
risk management practices aud that they are ade-
quately capitalized. Strong efforts are beiug made to
ensure that banks have in place adequate risk-based
capital that reflects the type of risk they are taking on,
both domestically and iuternationally through the
Bank of Iuternational Settlements.

The Federal Reserve has issued comprehensive
guidelines on risk-management practices for banks as
investors in both cash securities and derivatives. These
could be useful to all financial iustitutions utilizing
these instruments and seeking to develop their own
risk management systems. The guidance is simple
and straightforward and addresses adequate policies
and risk limits, involvement of senior management,
meaningful risk management, and adequate internal
controls.

The hnportance of Vigilance

E. Gerald Corrigan, Chairman of Goldman Sachs
International Advisors and former President of the
Federal Reserve Bank of New York

The financial system is less at risk today than in
the past. Institutions have gotten smarter and stron-
ger, regulation and supervision on the whole has
gotten smarter and stronger, and derivatives them-
selves tend to mitigate and reduce risk. Also, the
probability of a financial shock shaking the system
may be lower today than in the past, in part because
of the risk-reducing trading of derivatives. Never-
theless, if that extremely unlikely event were to occur,
its potential to cause large-scale damage is greater
today than it was in the past, in part because of
derivatives and the complexities and iuterdependen-
cies they have introduced into the system. The stock
market crash of 1987 was probably the closest thing
to a large-scale financial crisis we have seen in recent
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memory. But the financial market world of 1987 was
a very, very simple world compared to that of 1995
and beyond.

While progress in lnanaging, monitoring, and
supervising derivatives has been considerable, much
work remains to be done. In this regard, if one area
were to be singled out for special atteution, it would
be the need to strengthen the reliability, integrity, and
dependability of payments clearance aud settlement
systems.

If one area zoere to be
singled out for special attention,

it would be the need to
strengthen the reliability,

integrity, and dependability of
payments clearance and

settlement systems.

Reviewing recent episodes in which the use of
derivatives led to a large loss, there are some common
features associated with these problems. First and
foremost, in almost every case, were lax controls and
obvious deficiencies in managerial oversight. Other
common features were excessive concentrations, dou-
bling up on a losing bet, leverage in many forms, and
a blatant reaching for an extra measure of return in
a context of convincing oneself that no relationship
exists between risk and return. Most interesting, many
of these episodes have been associated not with in-
struments that I would consider exotic, but rather with
the plain vanilla end of the spectrum of derivative and
other new financial instruments.

The Derivative Policy Group Report is a set of
initiatives developed as a voluntary effort by the
six major U.S. securities firms at the request of Chair-
man Levitt of the SEC. The purpose was to develop a
series of new standards and practices in four areas:
managelnent aud controls, enhanced statistical re-
porting to the regulatory authorities, evaluation of
capital in relationship to risk, and counterparty rela-
tionships.

The whole area of the nature of the responsibili-
ties of the dealer and the end user, respectively, is
particularly difficult because it may not ahvays be
lnutually clear as to whether the transaction is arm’s
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length in the eyes of both counterparties. One way to
clarify this distinction would be to have the client and
dealer agree in writing whether the relationship is
advisory or arm’s length. As a practical matter, how-
ever, this approach would work only if it were uni-
versally adopted, and even then it would not solve all
problems. Participants in the derivatives markets
should not be shy about asking questions, or about
telling the dealer if they believe their relationship is
advisory. They should avoid transactions that they do
not understand how to value, and never "bet the
ranch" on anything.

We tend to forget why all this matters, ;vhether
it’s plain vanilla finance or the most exotic of financial
derivatives. None of it is an end in itself. The entire
financial system is a means to a greater end, and that
end is the way society goes about the process of
mobilizing savings and putting those savings to use in
the best and most efficient way, to foster economic
growth and gains in living standards. We have to
remind ourselves that for finance in general, but
perhaps for derivatives in particular, it is unambigu-
ously true that all market participants, big or small,
sophisticated or unsophisticated, have an inherent
responsibility unto themselves for discipline and prior
restraint.

Dealer Efforts to Develop a Code of Conduct

Ernest T. Patrikis, Executive Vice President,
Federal Reserve Bank of New York

I would like to describe my work with six trade
associations on "Principles and Practices for Whole-
sale Financial Market Transactions." The participating
associations were the Emerging Markets Traders
Association, the Foreign Exchange Committee of the
Federal Reserve Bank of New York, the International
Swaps and Derivatives Association, the New York
Clearing House Association, the Public Securities
Association, and the Securities Industry Association.
The purpose of the project was to develop a code
of conduct for wholesale over-the-counter markets,
not just those relating to derivatives transactions. The
principles and practices we came up with could apply
across the board and not just to the wholesale markets,
however.

The document, which the participants have put
out for public COlnment, does not define the transac-
tions it seeks to cover, because new products are
appearing every day. The document also does not
distinguish between dealers and end users. While

many people consider that distinction to be a valuable
one, the purpose of the document was to develop best
practices that could apply to all the counterparties in
the over-the-counter market. These practices are not
statutory or binding but represent a vohmtary effort
on the part of the participants. The rules address the
need for firms that trade to have adequate capital and
liquidity, policies and procedures that have been
approved at appropriate levels, internal control and
compliance, independent monitoring of risk and val-
uation, and periodic marking to market. If the princi-
ples and practices are adopted by a number of firms,
then maybe in a year or so we will assemble another
group and invite others, like the Derivatives End
Users Association and the Government Finance Offic-
ers Association, to have a go at the document and see
where we are. We also may send it to other countries,
asking them to look at it.

VI. Summary and Conclusions

Cathy E. Minehan, President and Chie~ Executive Officer,
Federal Reserve Bank of Boston

I would like to conclude the forum with a sum-
mary of the vital elements of a successful and prudent
derivatives program that the audience could take
away from this day.

First, it may be useful to watch out for the
temptation to regard the corporate treasury area as a
profit center. Second, it is clear by now that end users
have an obligation to recognize how they use deriva-
tives, whether strategically or speculatively, and to
take responsibility for the positions that they hold. A
bank will probably be required by regulatory author-
ity to demonstrate its competence here; in other situ-
ations the oversight process is less clear. But what is
clear is that it may be difficult to avoid responsibility
for losses that arise out of ignorance. I am reminded
Of a comment by Robert Baldoni, head of a derivatives
consulting firm. "I invest money for my mother, who
is now retired. I will invest in a variety of instruments
but I won’t make any investments for her the logic
of which she can’t repeat back to me." Perhaps this
should be required of anyone involved in deriva-
tives trading in any organization. Third, organiza-
tions should be focusing on three basic areas in
controlling derivatives activities: their investment
strategy as end users, their relationships with coun-
terparties, and their internal risk management pro-
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cess. In focusing on these three areas, derivative
users should make sure they can comfortably an-
swer "Yes" to the questions I have outlined at the
beginning of this article.

Finally, it is clear that much of the tronble attrib-
uted to derivatives comes from the leveraging that is

either inherent in the contract itself or is used to
double the bet when things start to go awry. If
derivatives are used to speculate and the bet turns
sour, every care should be taken to avoid the all too
human tendency to throw good money after bad,
using leverage.

Managing Risk in the ’90s: What Should You Be Asking about Derivatives?

On April 28, 1995 the Federal Reserve Bank of Boston held a daylong educational forum entitled
"Managing Risk in the ’90s: What Should You Be Asking about Derivatives?" The forum, presented by
experts from nonfinancial corporations, investment and commercial banks, pension funds, issuers of
securities, academics, lawmakers, and government regulators, discussed important issues in the manage-
ment of risk. The forum agenda is outlined below.

Keynote Speaker:
The Honorable Edward J. Markey, U.S. Congressman

What Are Derivatives and How Are They Llsed?
Jay Light, Professor of Finance, Harvard Business School

Panel I:
Interest Rate and Other Hedges

Moderator: Edward H. Ladd, Chairman, Standish, Ayer & Wood
Panelists: Gian Camuzzi, Senior Assistant Treasurer, The Gillette Company
Bradford H. Warner, Group Executive, Treasury, Bank of Boston
David R. Mittelman, Senior Vice President, Harvard Management

Panel II:
The Risks and Advantages of Structured Notes and Mortgage-Backed Securities

Moderator: Michael A. Jessee, President & Chief Executive Officer, Federal Home Loan Bank of Boston
Panelists: Peter Tufano, Associate Professor, Harvard Business School
William Demchak, Managing Director, Derivatives Market, J.P. Morgan Securities, Inc.
Kris Mahabir, Managing Director, AIG International Inc.

Panel III:
Risk Management and Controls

Panelists: Hal S. Scott, Professor, Harvard Law School
Robert C. Pozen, General Counsel & Managing Director, Fidelity Investments
Halsey Bullen, Project Manager, Financial Accounting Standards Board
Nathan Most, Senior Vice President, New Products Planning, American Stock Exchange

Panel IV:
Is More Regulation Necessary?

Moderator: Ernest T. Patrikis, Executive Vice President, Federal Reserve Bank of New York
Panelists: The Honorable Susan M. Phillips, Member, Board of Governors of the Federal Reserve System
E. Gerald Corrigan, Chairman, Goldman Sachs International Advisors

Perspectives on the Management of State Monies
The Honorable Joseph D. Malone, Treasurer and Receiver General, Commonwealth of Massachusetts

Wrap-Up:
Cathy E. Minehan, President and Chief Executive Officer, Federal Reserve Bank of Boston

September/October 1995 New England Economic Review 25



New England
Banking Trends

The quarterly publication New England Banking Trends combines
financial statistics with analyses of trends in the region’s banking
industry. Each issue provides a set of statistical tables, a concise summary
of financial highlights, and an article on a pertinent technical issue. The
Summer 1995 issue featured an article on the foreign bank presence in
New England, and the Fall issue will include an article on small business
lending in New England. This publication is available without charge.
Requests to be put on the mailing list or to receive a copy should be sent
to Research Library--D, Federal Reserve Bank of Boston, P.O. Box 2076,
Boston, MA 02106-2076. Or telephone (617) 973-3397.

The data base for New England Banking Trends can be accessed via
modem, at the New England Electronic Economic Data Center at the
University of Maine. The system allows users to download historical
forms in LOTUS.WK1 file format. There is no charge (other than the
telephone call) for tl’tis service. Use your modem and call (207) 581-1867
(2400 baud) or (207) 581-1860 (9600 baud). Set software to: full duplex; 8
bit; no parity; 1 stop bit. The data can also be acquired over Internet, by
the FTP command. The Internet address is NEEEDC.UMESBS.MAINE
.EDU, and the user logon is ANONYMOUS.
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Antitrust
Vertical Merger~

Recently, federal regulators responsible for enforcing the antitrust
laws have shown a renewed interest in the potential anticompeti-
tive effects of vertical mergers--mergers between two indepen-

dent firms in successive stages of production. For example, the U.S.
Department of Justice has intervened in a series of vertical merger cases
involving communications. In three cases, the acquisition of McCaw
Communications by AT&T, the partial acquisition of MCI by British
Telecommunications, and the merger between Liberty Media and Tele-
Communications Inc., the Justice Department obtained consent decrees
altering the outcomes. This greater activism in vertical merger cases is
in striking contrast to the permissive policies that prevailed throughout
the 1980s, which, in turn, were a response to the Justice Department’s and
the Federal Trade Commission’s open hostility to vertical mergers during
the 1960s and the early 1970so

The cyclical antitrust treatment of vertical mergers over the past
three and one-half decades has been strongly influenced by the theoret-
ical research of academic economists and lawyers. In the 1960s, the
Department of Justice and the Federal Trade Commission believed that
vertical mergers were anticompetitive because they have the potential to
foreclose independent competitors in the upstream market from a poten-
tial customer and foreclose independent competitors in the downstream
market from a potential supplier of a critical input. (A vertical merger is
called an "upstream" acquisition if a firm acquires an independent
supplier of one of its inputs, a "downstream" acquisition if a firm
acquires one of its independent customers.) If a vertical merger led to the
foreclosure of even a small share of the upstream or the downstream
market, the antitrust enforcement agencies would challenge the merger
and the courts would typically support their decision. This hostile
treatment of vertical mergers was based on the views of Bain (1959) and
other economists who evaluated the competitive effects of vertical merg-
ers on the basis of the market shares of the upstream and downstream



firms and the shares of the market that were fore-
closed to rivals of the merging firms.

The hostile treatment of vertical mergers was
challenged by the research done in the late 1960s and
the 1970s by academic economists and lawyers asso-
ciated with the "Chicago" school of thought. For
example, Bork (1978) and Posner (1976) showed that
anticompetitive foreclosure is ahnost never a profit-
able strategy for the merging firlns. At the same time,
Williamson (1985) and other economists associated
with the "New Institutional" school of economics
emphasized the possibility that vertical mergers can
improve efficiency by reducing the transaction costs
associated with market exchanges between indepen-
dent firms in successive stages of production.

The cyclical antitrust treatment
of vertical mergers over the

past three and one-half
decades has been strongly

influenced by the theoretical
research of academic economists

and lawyers.

generated an interest in pursuing a more aggressive
stance against vertical mergers in the telecommunica-
tions industry and other markets.~

Despite the amount of theoretical work examin-
ing vertical mergers, very little empirical work has
been done to determine the circumstances in which
vertical mergers are anticompetitive. This is surpris-
ing, because the theoretical models that have resulted
in the more recent aggressive treatment of vertical
mergers offer little guidance about the circumstances
under ~vhich anticompetitive vertical foreclosure oc-
curs. It may be that anticompetitive vertical fore-
closure occurs only rarely, as the Chicago economists
and lawyers have claimed. Thus, a more aggressive
enforcement policy may be necessary only in those
rare cases.

This article examines the empirical evidence of
anticompetitive foreclosure in vertical mergers chal-
lenged by the Department of Justice and the Federal
Trade Commission during the period from 1963 to
1982. We find no evidence of anticompetitive market
foreclosure for the sample of vertical merger cases
challenged by the antitrust agencies durh~g this pe-
riod. Consequently, we suggest that a more permis-
sive policy towards vertical mergers be maintained
until the theory can spell out more clearly the circum-
stances when vertical mergers result in anticompeti-
rive foreclosure.

When Ronald Reagan became President, he ap-
pointed members of the Chicago school to antitrust
policy positions ~vithin the Justice Department and
the Federal Trade Commission. Since the Reagan
appointees believed that vertical mergers almost al-
ways h~crease competition, the enforcement agencies
showed little interest in aggressively challenging these
mergers. Their policy was formally incorporated into
the 1982 and 1984 versions of the Merger Guidelines
issued by the Justice Department.

The view that vertical mergers are procompetitive
has recently been challenged by articles arguh~g that
vertical mergers can result in higher prices to consum-
ers if they foreclose unintegrated rivals from access to
customers or inputs. Articles by Ordover, Saloner, and
Salop (1990), Krattenmaker and Salop (1986), Salinger
(1987, 1988, and 1989), and Bolton and Whinston
(1991) use the tools of modern economics, including
game-theoretic models, to show that vertical mergers
can have anticompetitive effects by raising the costs to
unh~tegrated rivals. It is this new learning that has

I. When Are Vertical Me~xers
Anticompetitive ?

The treatment of vertical mergers by the enforce-
ment agencies and the courts traditionally has focused
on the difficulty unintegrated firms have in buying
goods from vertically integrated rivals. This legalistic
concern with foreclosure of unintegrated rivals, as
discussed in Brown Shoe Co. v. Llnited States in 1962
(370 U.S. 294), was embraced by the courts as denying
tmh~tegrated rivals a fair opportunity to compete. This
reasoning led the courts to focus on the market share
foreclosed by the merger and on the degree of market
concentration in the foreclosed market. An additional
concern was that vertical mergers would raise the
barriers to entry, making it difficult for a new firm to
enter the downstream or the upstream market, unless
entry occurred in both markets.

~ This recent theoretical work is also coming under heavy
criticism. See for example, Brennan (1988), Choate and Kleit (1994),
Reiffen (1992), and Reiffen and Vita (1995).
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These concerns with vertical foreclosure resulted
in active enforcement of vertical merger cases through
much of the 1960s and 1970s by both the Justice
Department and the Federal Trade Commission. The
legal view of vertical foreclosure does not have a
strong theoretical foundation, however. Economists
argue that injury to competitors is not sufficient to
prove injury to competition. Injury to competition
requires a reduction in output and an increase in
the price to consumers. Most of the economic research
in the 1960s and 1970s found the opposite, that ver-
tical mergers frequently result in lower prices to
consumers. Vertical mergers can lead to lower costs
and more efficient operation if the acquisition reduces
the transaction costs, reduces uncertainty, improves
the production process, or eliminates the misalloca-
tion of resources that occurs because of market
power at one or more of the successive stages of
production.

Concerns with vertical foreclosure
resulted in active enforcement

of vertical merger cases
through much of the 1960s
and 1970s. The legal view
of vertical foreclosure does

not have a strong theoretical
foundation, however.

Transaction costs are the costs of negotiating,
monitoring, and enforcing an agreement between two
independent parties. These costs are higher when the
buyer or the seller has to make investments that are
very specific to the transaction.2 These transaction-
specific investments have a substantially lower value
when they are used in transactions with alternative
buyers or sellers. Once they are in place, they reduce
the latitude of the transacting parties to find alterna-
tive customers or suppliers.

Once the parties are locked in to each other, they
have the incentive to act opportunistically and bargain
for a greater share of the gains created by the transac-
tion. Opportunistic behavior can take the form of
bargaining for more favorable prices, lowering the
quality of the products or services exchanged, or
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delaying dehvery of the products or services.
Negotiation over prices can adversely affect the

firms because it can substantially increase the cost of
completing a transaction. If the producers of the
inputs provide goods of uneven quality, the purchas-
ers of these goods may also find their business ad-
versely affected. Similarly, bad customer service from
the seller of the good may lower the quality of the
buyer’s products and adversely affect its customers’
view of its products. Delayed delivery may cause
disruptions in the buyer’s production process, ad-
versely affecting business. For example, the entire
production of a Navy ship may be delayed if a critical
component is not delivered h~ a timely fashion, even if
the component is only a small fraction of the total
value of the ship. Delays in the delivery of the ship to
the Navy may affect the ability of the shipbuilder to
negotiate fut-ure contracts with the Navy.3

Each of these bargaining problems may be re-
solved by carefully constructh~g a contract, but such
contracts usually entail substantial bargaining, moni-
toring, and enforcement costs. Frequently, the trans-
action costs of dealing with independent suppliers are
greater than the costs of producing the products and
coordh~ating the transactions internally. When they
are, it is more efficient for the firms involved to
integrate vertically.

Uncertainty is also a major concern. Transporta-
tion difficulties, labor disputes, h~ventory problems, or
production problems can impose serious costs on a
business. Sometimes these problems can be resolved
differently and more efficiently when the firm pro-
duces the inputs internally rather than purchasing
them from an independent supplier. Thus, to avoid
costly disruptions, a firm may choose to integrate
vertically by acquiring one of its independent sup-
pliers.

The production process may be improved by
having all levels of prodnction conducted at one place.
Sometimes the technology of the prodnction process

"-There are five types of transaction-specific investments:
(1) physical-asset specificity, which is an investment in a piece
of equipment designed for a particular customer or supplier;
(2) location specificity, which occurs when the buyer or the seller
locates its plant in close proximity to the plant of the other;
(3) dedicated-asset specificity, which occurs when an investment
is made specifically to supply a particular customer and, if that
customer were to terminate the relationship for some reason, the
supplier would be stuck with a substantial amount of excess
capacity; (4) human-asset specificity, skills needed specifically for
dealing with the other party; and (5) temporal specificity, which
occurs when certain functions must be performed sequentially and
substantial costs are incurred when they are not performed on time.

3 See Masten, Meehan, and Snyder (1991).
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makes production most efficient if it is all conducted at
one place.

Vertical integration may also lead to increased
efficiency by eliminating the anticompetitive effects of
market power at one or more stages of production. If
a buyer uses inputs in variable proportions to produce
its products, and if it buys one of those inputs in a
market where there is market power, it can vertically
integrate downstream by acquiring one of its suppli-
ers and in this way eliminate the inefficient distortions
caused by the inputs being priced above the compet-
itive level. As long as the upstream firm can substitute
for inputs (that is, the inputs are used in variable
proportions) that are priced above the competitive
level, an inefficient allocation of inputs occurs when
the supplier of inputs has monopoly power.4

As vertical mergers were
increasingly viewed as efficiency-

enhancing rather than
anticompetitive, the pendulum

swung from aggressive
intervention in vertical mergers

in the 1960s and 1970s, to
virtually no government
intervention in vertical
mergers in the 1980s.

If market power exists in both the input and
output markets, the distortion is even more severe. As
in the case above, monopoly power in the upstream
market leads to a restriction of output and higher
input prices. But now, the downstream firms restrict
their output and raise their prices above their compet-
itive level. In other words, the distortion in monopoly
pricing is compounded, because each stage of produc-
tion restricts its output and raises its price above the
competitive level in its respective market,s This double
distortion can be avoided if the upstream and down-
stream firms integrate vertically by a merger and set
the price for the input produced by the upstream firms
at the competitive level. Thus, vertical integration can
increase the sum of the profits for the upstream and
the downstream firms, increase output, and lower

prices. That is, the vertical merger is procompetitive
rather than anticompetitive.

As vertical mergers were increasingly viewed as
efficiency-enhancing rather than anticompetitive, the
pendnlum swung from aggressive intervention in
vertical mergers in the 1960s and 1970s, to virtually no
government intervention in vertical mergers in the
1980s. This policy was enshrined in Departlnent of
Justice 1982 and 1984 Merger G~,idelines, which signif-
icantly reduced the conditions for intervening in ver-
tical lnergers. As a result of the new guidelines, no
significant intervention in vertical merger cases oc-
curred in the 1980s.

Recent contributions by Ordover, Saloner, and
Salop (1990) and by Salinger (1987, 1988, and 1989) use
modern theoretical models to show that vertical fore-
closure can raise the costs to unintegrated rivals and
lead to a restriction in output and higher prices for
consttmers. In Salinger’s model, which is typical of the
newer models, he assumes that some market power
exists in both the upstream and downstream markets
prior to the vertical merger.6 In this model, a vertical
merger between a firm in the upstream market and an
independent firm in the downstream market has two
effects.

The first effect reduces competition by restricting
output and raising prices. If the integrated firm sells
all of its upstream output to its wholly owned down-
stream division, the vertical merger will reduce the
number of competitors in the tmintegrated segment of
the upstream market. The reduction in the number of
competitors in the unintegrated upstream market
leads to a reduction of output and an increase in the
price of one of the inputs used by the independent
firms in the downstream market. The higher price of
inputs to the unintegrated downstream rivals of the
integrated firm raises their costs and forces them to
restrict their output and raise their prices. Since the
downstream rivals of the integrated firm are selling at
a higher price, the integrated firm can also raise its
price in the downstream market.

A second and offsetting effect also occurs because
of the vertical merger. After the merger, the vertically
integrated firm can avoid the double distortion caused

4 If the inputs are used in fixed proportions, which eliminates
substitution, vertical integration will not affect overall monopoly
power and ;vil! not enhance efficiency. If inputs are used in variable
proportions, substitution is possible, and vertical integration will
result in cost efficiencies.

s The double distortion exists in both the fixed proportions and
the variable proportions cases.6 Salinger uses a Cournot model to examh~e the effects of

vertical integration.
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by prices being set above the competitive level in both
markets, by setting the upstream price equal to the
competitive price. This will lower the cost to the
do~vnstream division of the integrated firm and allow
it to lower its price and expand its share of the down-
stream market. To the extent that the nonintegrated
firms lose market share to the integrated firm in the
downstream market, their demand for inputs sold by
the unintegrated upstream firms Will fall, as will their
price. As a result, it is possible that prices in the
downstTeam market will fall, as well.

The net effect of the vertical merger on competi-
tion in this model is unclear. If the first effect domi-
nates the second effect, the merger will have an
anticompetitive effect. On the other hand, if the second
effect dominates, the merger will have a procompeti-
tive effect. Unfortunately, the Salinger model does not
offer any clear guidelines for antitrust action because it
does not make it clear what kinds of market charac-
teristics make it more likely that the anticompetitive
effect will do~rfinate the procompetitive effect.7

This is a particularly propitious time for reexam-
ining vertical mergers, because antitrust authorities
are once again challenging vertical mergers and
appear to be expanding their investigations beyond
the 1984 guidelines. As noted above, in the past
year, the Department of Justice has entered into three
major consent decrees in mergers involving commu-
nications companies, and the FTC has entered a con-
sent decree to modify the acquisition by Martin Mari-
etta of certain assets of the space division at General
Dynamics.

Whether the new academic evidence regarding
vertical mergers provides compelling evidence for
greater antitrust enforcement remains an open ques-
tion. While the theoretical models indicate it is possi-
ble to have anticompetitive vertical mergers, the em-
pirical evidence is wanting on whether these concerns
are sufficient to alter public policy and, if they are,
under what circumstances vertical mergers should be
contested.

this should be shown in the stock price, which would
reflect reduced expectations of future earnings. Thus,
if foreclosure was a problem in earlier cases chal-
lenged by the Federal Trade Commission and the
Justice Department, the stock prices of unintegrated
rivals should have fallen when a merger was an-
nounced.

A problem with this study, as with many similar
event studies, is the possibility of alternative explana-
tions for changes in stock prices as a result of an
announcement. The most serious alternative explana-
tion is that vertical integration provides the merging
firm with cost advantages unavailable to unintegrated
rivals, so the profits of unintegrated rivals will fall
because their rivals are more competitive (efficient).
However, if the firm is able to integrate vertically, the
rivals could also choose to integrate vertically, either
by merger or by internal expansion, so that they too
could capture the efficiency benefits. If all firms can
lower their marginal costs by integrating, competition
will drive the price down to reflect these lower costs.
Thus, if vertical integration is available to all, then the
rival firms’ value should fall only from foreclosure,
not from efficiency gains, and all reductions in rivals’
values can be attributed to foreclosure.

Second, the merger announcement may convey
information to management and shareholders of the
unintegrated rivals. Information that significant effi-
ciency gah~s are available from vertical integration
may cause unintegrated rivals themselves to vertically
integrate, either by merger or by internal expansion of
their own operations. Alternatively, the information
may relate to the existence of significant underutilized
assets, which may cause rivals that also have trader-
utilized assets to be "in play." Both types of informa-
tion will cause the profits and therefore the stock price
of unintegrated rivals of the merging firm to increase.
The predictions of these alternative hypotheses are
summarized in Table 1.

A finding of no significant negative stock price
movement has two possible implications for the fore-
closure hypothesis. One possibility is that the effects

II. Testing for Anticompetitive
Vertical Mergers

Rosengren and Meehan (1994) have shown in a
simple extension of the Salinger model that a neces-
sary condition for anticompetitive foreclosure is that
unintegrated rivals are less profitable after the merger.
If vertical mergers that result in foreclosure signifi-
cantly reduce the profitability of unintegrated rivals,
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7 In a recent paper, Riordan and Salop (1995) claim that vertical
mergers are more likely to have an anticompetitive effect when the
pre-merger upstream and downstream markets are highly concen-
trated, when the supply elasticity of rivals is low, and when there
are barriers to entry into both the upstream and downstream
markets. In a comment on this article, Reiffen and Vita (1995) note
that the procompetitive effects of mergers are also more likely when
market power exists in the upstream and downstream markets (see
the discussion below). Therefore, measures of market power, such
as market concentration and barriers to entry, are not good predic-
tors of the anticompetitive effect of a vertical merger.
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Table 1
hnpact of Vertical Merger on
Unintegrated Rivals" Profits

Vertical Merger Complaint
Hypothesis Announcement Announcement

1. Foreclosure - +
2. Cost Advantagea - +
3. Information

a. Efficiency gain + No effect
b. Underutilized assets + No effect

all the gains to rivals can be realized by merger or internal expansion, no
effect would occur.

on rivals are small, so no significant anticompetitive
foreclosure occurred. The second possibility is that
the effects are large and significant, but the negative
foreclosure effect is offset by the positive information
effects.

To disentangle these t~vo possibilities, we also
examine the movement of the stock price on the
almotmcement that the Justice Department or the
Federal Trade Commission is contesting the merger to
prevent foreclosure of competitors. If foreclosure is
a problem, tlie stock price of tlie unintegrated rivals
should increase when the government armounces
its antitrust complaint to prevent foreclosure. The
stock price of unintegrated rivals would also rise if
a vertical merger with efficiency gains was prevented,
sh~ce the rival would be less competitive if it was
unable to realize the efficiency gains through merger.
The information effect is likely to be minimal. If the
original information gain was that the industry had
significant undervalued assets, no new information
concer~ting tlie undervaluation would be revealed
by an antitrust complaint. If the information was
that efficiency gains could be realized by vertically
integrating, firms could still integrate by internal ex-
pansion,s

If foreclosure is the dominant effect of a vertical
merger, the stock price of unintegrated rivals should
drop on the announcement of the merger and rise on
the announcement of an antitrust complaint. If the
foreclosure effect were significant but offset by infor-
mation effects, then no effect would follow the merger
announcement but a positive effect would follo~v the
complaint announcement. Since the efficiency and
foreclosure hypotheses move in the same direction,
the pattern of stock prices described above will be
consistent with the foreclosure hypothesis but it can-
not prove that foreclosure occurred. However, it is

possible to reject the foreclosure hypothesis if the
stock price movements are not consistent with this
pattern.

Note that these different hypotheses have similar
implications for the reactions of stock prices of target
and acquiring firms. Regardless of the effects of a
vertical merger, the stock price for the target firm
should rise, since target shareholders will sell their
shares only if the acquiring firm offers them a pre-
mium. For tlie acquiring firm, the effects are ambigtt-
ous. While the combined share value of the acquiring
and target firms should rise under the market effi-
ciency or foreclosure hypothesis, the effects on the
acquiring firm will depend upon how much of the
increased value is captured by target shareholders.
Since the competing liypotheses are not differentiated
by exan-th~ing the share prices of targets or acquirers,
we focus our empirical test on the rivals.

IlL The Data

To determine if anticompetitive foreclosure is a
serious problem, we exan-fined all vertical mergers
challenged by tlie Justice Department and the Federal
Trade Commission for the period from 1963 to 1982.
These cases are summarized in the American Bar
Association’s Merger Case Digest and in various edi-
tions of the Commerce Clearhlg House Trade Regula-
tion Reporter. From the case sununaries and a reading
of the actual cases, the products and their vertical
relationships were established. In the challenged cases
used in this study, the antitrust authorities not only
established the vertical relationship but also indicated
the belief that foreclosure was a serious potential
problem.

Since a test of the foreclosure theory requires an
evaluation of the effect of vertical merger announce-
ments on the rivals of tlie merged firm, it is important
to carefully determine the rival firms that produced
the same products at the time of the merger. Gener-
ally, competitors were not listed in the cases, so we
referred to various trade publications for the year
prior to the merger. For most cases, competitors were
found in Thomas’ Register of American Mam~facturers:
Products & Services, which provides a list of the pro-

s A possible complication is that if the unintegrated rival could
gain the efficiency benefit by integrating, then its value would rise
on the announcement that the merger is contested because it might
become more efficient than the rival. Ho~vever, even if the acquirer
is prevented from vertically integrating by acquisition, it still has the
option to vertically integrate by internal expansion.
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ducers of raw materials, industrial products, and
intermediate goods and services. This list of rivals at
the time of the merger was supplemented by contacts
with trade associations, trade publications, phone con-
versations with company officials, and general sources
such as the Chemical Buyers Handbook. To be included
in the sample, the rival had to be traded on the New
York or American Stock Exchange so that its share
prices were available on the CRSP tapes.9

This procedure has several advantages over alter-
native test designs. Other studies examining horizon-
tal mergers have found rivals by using 4-digit SIC
product codes from the CRSP tape, Standard & Poor’s
Registry of Corporations, or Dun & Bradstreet’s Million
Dollar Directo~y. However, SIC product codes are some-
times broader than the product relevant for our case.
Our classification system omits some rivals, but it has
the advantage that our rivals produce the products
cited in the case.

Only unintegrated rivals may be foreclosed by a
vertical merger, because integrated rivals will not face
higher marginal costs that occur because of the verti-
cal merger. We eliminated any firm that we found to
be producing in both upstream and downstream mar-
kets according to the sources we used to identify
rivals. In addition we talked with company officials
and used SIC codes from Standard & Poor’s Registry
of Corporations to verify that our rivals were uninte-
grated. Since 4-digit SIC designations were often
broader than the product categories in the case, some
unintegrated competitors are eliminated. However,
this approach is preferred, because including inte-
grated firms in the sample will bias the results against
finding effects from foreclosure. We dropped vertical
merger cases challenged by federal agencies from our
sample under the following conditions:

1. No clear vertical relationship could be estab-
lished, either because horizontal or conglomer-
ate concerns dominated the vertical aspects of
the case or because the potential for foreclosure
could not be defined. For example, in the ITT
Canteen case the vertical relationship was both
a food service provider and a buyer of food
services. Since any firm could purchase food
services, no clear potential for foreclosure could
be established and the case was dropped from
this study.

2. All of the rivals were vertically integrated or the
unintegrated rivals were not listed on the New
York or American Stock Exchanges.

3. No merger announcement could be established.
The New York Times, The Wall Street Journal, and

in some cases employees of the firms were
consulted to ascertain merger dates.

4. Neither the acquirer nor the target appeared on
the CRSP tape.

The most frequent reason for dropping cases was
that the merger announcement was not available. The
final sample included 19 cases and 150 rival firms for
the merger announcement window and 134 rival firms
for the complaint announcement window.

A summary of the cases used in this study is
presented in Table 2. For each case the acquirer and
target are paired and the one that is the downstream
firm is identified, as well as the product lines relevant
to the case, the year of the merger announcement, and
the four-firm concentration ratio. The four-firm con-
centration ratio provides the percentage of industry
sales by the four largest firms in the industry. To
calculate it we used the 5-digit product class from the
Census of Manufactures from the year prior to the
merger announcement, unless it was available from
the case or from the Federal Trade Commission doc-
uments. For nonmanufacturing industries, no four-
firm concentration ratio could be calculated.

For those cases involving manufacturing indus-
tries, the concentration ratios are quite high; in 13 of
the 17 cases, the concentration ratios were at least
50 percent in either the upstream or downstream
markets. Thus, if foreclosure was a problem, one
might expect it to be in industries such as these
because of the high degree of concentration.~°

IV. Empirical Results

This study follows the standard methodology of
event studies that look at the impact of mergers on
stock price, described in more detail in Rosengren and
Meehan (1994). The daily stock prices for all the rival
firms were gathered for a period 200 days prior to the
first announcement of a vertical merger until 10 days
after the merger announcement. We first formed an
equally weighted portfolio of the relevant rivals in the
industry. This provides an estimate of the impact of
the merger announcement on the average rival in the
industry and avoids problems with the contempora-

9 CRSP Stock Files are produced by the Center for Research in
Security Prices, University of Chicago.~0 While 5-digit classifications are narrow for most empirical

studies, they may still be too broad for a proper definition of the
market. Ideally the market would be identified according to the
degree of substitutability with other products. Thus, to the extent
the product definitions are broader than the actual market, the
concentration ratios would be understated.

September/October 1995 New England Economic Review 33



Table 2
Vertical Merger Cases, 1963 to 1982

Four-Firm
Announcement Concentration

Firms A= 1 * D = 1 # Product Date Ratio (%)

1. Albertsons and 1 1 retail grocery 1972
Mountain States Wholesale 0 0 distribution 1972

2. Allis Chalmers and 1 1 sells tractors 1963
Simplicity Man 0 0 manuf, tractors 1965 42

3. Aluminum LTD and 1 0 primary aluminum 1964 93
National Distillers 0 1 fabricator aluminum 1964 33

4. Budd and I 0 truck pads 1973 64
Gindy 0 1 truck trailer 1973 46

5. Caterpillar Tractor and 1 1 diesel engines 1967 81
Chicago Pneumatic 0 0 compressors 1967 90a

6. Cooper Industries and 1 0 compressors 1967 58
Waukesha Motor Co 0 1 gas engines 1967 91

7. Eaton Yale & Town and 1 0 engine pads 1969 63
McQuay Norris Man 0 1 engine wholesaler 1969

8. Endicott Johnson and 1 0 footwear manufacturer 1965 25
Nobil Shoe 0 1 shoe retailer 1965

9. Fruehauf and 1 2 truck trailers 1973 46
Kelsey-Hayes 0 0 truck pads 1973 64

10. Gifford Hill and 1 0 cement hydrolic 1972 78b
Becker Sand & Gravel 0 1 ready-mix cement 1972 30b

11. General Mills and 1 0 flour 1968 31
Godon 0 1 frozen fish 1968 32

12. Inco and 1 0 nickel 1974 74
ESB 0 1 batteries 1974 58

13. Chrysler and 1 1 trucks 1964 81
Mack Trucks 0 0 diesel engines 1964 72

14. Combustion Engineering and 1 1 sell nuclear fuel 1968
United Nuclear Corp 0 0 produce nuclear fuel 1968

15. Occidental and 1 0 resins 1978 25
Mead 0 1 paper mill 1978 25

16. OKC and 1 0 cement hydrolic 1969 87u
Janke 0 1 ready-mix cement 1969 34b

17. Firestone Tire & Rubber and 1 0 tire manufacturer 1965 72
Abel/Barley Tire 0 1 tire retailer 1965

18. White Consolidated and 1 1 farm macllinery 1970 45
White Motor 0 0 diesel engines 1970 81

19. Illinois Central and 1 0 brake pads 1971 63
Midas 0 1 brake repair 1971

Note: See the text for the methods used to select the cases examined and to calculated the four-firm concentration rate.
"acquirer = 1, target = 0
#downstream = 1, upstream = 0
aConcentration ratio taken from case.
bConcentration ratio taken from "Economic Report on Mergers and Vertical Integration in the Cement Industry," Federal Trade Commission, 1967. The
concentration ratios are for the regions specified in the case, since cement is a regional market.
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Table 3
Response of Stock Prices of Rival Firms to Announcement of Vertical Mergers

Days in Event Unintegrated Downstream Upstream Target Acquiring
Window Rivals Rivals Rivals Rivals Rivals
2 Days: Residuala .000 .001 .000 .003 -.002

Z Statisticb -.079 .272 -.415 1.068 - 1.067
3 Days: ResiduaP .000 .002 -.002 .004 .003

Z Statisticb .240 .807 -.529 1.240 -.791
21 Days: Residuala .001 .004 -.002 .011 -.007

Z Statisticb .208 .298 .018 1.297 -.887
’q-he residual is the difference between the actual return and the return estimated from a market model prior to the event. The excess returns are then
cumulated over the event window.
~rhe critical value of the z-statistic at the 5 percent confidence level is 1.96.

Table 4
Response of Stock Prices of Rival Firms to Announcement of Complaint by
Antitrust Authorities

All
Days in Event Unintegrated Downstream Upstream Target Acquiring
Window Rivals Rivals Rivals Rivals Rivals
2 Days: Residuala -.004 -.006 -.001 -,007 -.001

Z Statisticu - 1.163 - 1.468 -. 132 - 1.926 .195
3 Days: ResiduaP -.002 -.005 .003 -.006 .002

Z Statisticb -.271 -.969 .640 - 1.158 .700
21 Days: ResiduaP -.001 -.006 .006 .005 -.006

Z Statistic~ .355 -.268 .806 .938 -.382
aThe residual is the dilference between the actual return and the return estimated from a market model prior to the event, The excess returns are then
cumulated over the event window.
~’The critical value of the z-statistic at the 5 percent confidence level is 1.96,

neous correlation across rival firms. To test the effects
of the merger, we estimate a simple model of stock
returns (the market model) from 200 to 30 days before
the merger announcement, to determine the expected
return in the absence of the vertical merger. We then
compare the actual returns with the merger announce-
ment with the estimated returns from the market
model (the difference is called the abnormal rate of
return) and determine if the difference in the returns
was statistically significant.

The announcement day is the day the announce-
ment of the merger appears in The Wall Street Journal.
Frequently it is difficult to determine if the announce-
ment (A) occurred before trading stopped for the day;
therefore, the 2-day event window, which h~cludes the
day before and the day of The Wall Street Journal
announcement, is used to capture the smallest event
window that includes all announcements. We also

September/October 1995

included a 3-day event window (one day before and
one day after A) and a 21-day event window (15 days
before A until 5 days after A). We focus on the
smallest event window, because longer event win-
dows are more likely to include factors that cause a
portfolio of rivals in a particular industry to diverge
from the usual relationship with the market portfolio.
Where relevant, we cite differences that occur with the
larger event windows.

The average cumulative abnormal return is exam-
ined over all industries, as shown in Table 3.~ We split
the sample two ways, into upstream and downstream
rivals of the merging firm and into rivals of the target
and the acquiring firms.

~ The target firms in the 21-day event window have risk-
adjusted gains of 51 percent, and for the largest event window
(35 days) the risk-adjusted gains are 41 percent. Both are signifi-
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The downstream/upstTeam
split examines whether foreclo-
sure is more likely in down-
stream markets, as suggested by
Salinger (1987, 1988). The tar-
get/acquirer split focuses on in-
formational gains, which may
differ between these two groups.
If rivals of targets are more
likely to be acquired as more
bidders realize the potential
gains of vertically integrating,
we may expect rivals in the tar-
get industry to be more likely
to show positive gains.

The statistical results are in-
consistent with the foreclosure
hypothesis. For the 2-day event
window, only acquiring rivals
have negative residuals.12 Fur-
thermore, no other event window
has negative residuals significm~t
at the 5 percent level or better.

The evidence from stock
price movements suggests that
foreclosure is not the domh~ant
effect of vertical mergers on un-
integrated rivals. However, it is
possible that the negative effects
of foreclosure on unintegrated
rivals’ stock prices are offset by
a positive information effect. To
examine this possibility, we re-
viewed the announcement of the
antitrust complaint that was de-
signed to prevent foreclosure.
As noted above, the announce-
ment of the complah~t will have
little information content, so if
foreclosure is a problem, the
complaint annotmcement shotfld
cause the stock price of uninte-
grated rivals to rise.

Table 4 shows the rivals’
reaction to an announcement of

Table 5
Responses of Stocks of Individual Rivals to Merger
Announcement during Two-Day Event Window
Number of Rival Firms

Positive Negative Significantly Significantly
Firms Response Response Positive~ Negativea

1. Albertsons and 2 7 0 1
Mountain States Wholesale 0 1 0 0

2. Allis Chalmers and 1 1 0 0
Simplicity Man 3 2 1 0

3. Aluminum LTD and 0 1 0 0
National Distillers 0 4 0 0

4. Budd and 1 3 0 0
Gindy 2 0 1 0

5. Caterpillar Tractor and 7 5 0 0
Chicago Pneumatic 2 3 0 0

6. Cooper Industries and 2 0 0 0
Waukesha Motor Co 4 3 2 0

7. Eaton Yale & Town and 2 1 0 0
McQuay Norris Man 2 2 0 0

8. Endicott Johnson and 1 4 0 0
Nobil Shoe 3 2 0 0

9. Fruehauf and 1 1 0 0
Kelsey-Hayes 0 2 0 0

10. Gilford Hill and 2 3 0 0
Becker Sand & Gravel 3 0 0 0

11. General Mills and 2 1 0 0
Gorton 1 3 0 0

12. Inco and 2 0 0 0
ESB 2 2 1 0

13. Chrysler and 2 0 0 0
Mack Trucks 4 3 0 1

14. Combustion Engineering 3 1 0 0
and United Nuclear Corp 3 1 0 0

15. Occidental and 4 3 0 2
Mead 0 2 0 0

16. OKC and 2 3 0 0
Janke 1 1 0 0

17. Firestone Tire & Rubber 1 4 1 1
and Abel/Barley Tire 0 1 0 0

18. White Consolidated and 1 2 0 .0
White Motor 2 2 0 0

19. Illinois Central and 2 1 0 1
Midas 0 5 0 0

a5% confidence level.

cantly different from zero at the 1 percent confidence level. These
gains are similar to the gains reported in Jensen and Ruback’s (1983)
survey of gains from mergers. Thus, at the time of the announce-
ment, the merger is expected to succeed.

~2 It is possible for the mean cumulative residual to be positive
and the mean cumulative standardized residual to be negative if
most residuals are positive with a few large negative outliers.

an antitrust complaint. For the all unintegrated rivals
column, the signs are negative but statistically insignif-
icant for the three event windows examined. Similarly,
when the sample is split between downstream and
upstream rivals and between target and acquiring
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rivals, the signs are generally negative but insignifi-
cant. This evidence provides no support for the fore-
closure hypothesis.

While the overall sample shows no evidence of
foreclosure, the extent of foreclosure may vary sub-
stantially across cases. In fact, some cases listed in the
Merger Case Digest as being primarily vertical had such
a tenuous vertical link that they were dropped from
the sample. With such variability in the strength of
cases brought by the government, the extent of possi-
ble foreclosure may be biased against finding an effect
when the data are averaged across cases. In addition,
the extent of foreclosure may vary substantially across
firms in the same industry. Some firms may be com-
pletely dependent on the merging firln, while other
firms may be well-positioned to seek alternative sup-
pliers for the products after a vertical merger. Table 5
shows, by case, the number of firms with significant
positive and negative residuals on the announcement
of the vertical merger. Again, no systematic pattern of
negative residuals is found.

Another potential source of bias arises from the
fact that some rivals may be large conglomerates,
whose earnings in the market being foreclosed are
only a small percentage of the total earnings of the
firm. To focus on firms whose main business is in
the affected markets, we eliminated any rival firm that
did not list the SIC of the relevant market as its first
entry in Standard & Poor’s Million Dollar Directory.
Since firms are supposed to list the SIC codes in order
of importance to the firm, this should eliminate those
firms whose main activities are outside the industry
being foreclosed. This approach provides a list of
firms primarily focused in the industry where foreclo-
sure is likely to be a problem. The evidence from Table
6 indicates that even this more exclusive list of rivals
shows no evidence of foreclosure.

Finally, we searched for any significant differ-
ences between cases that were overturned by the
courts and cases where remedial action was taken.
Again, no statistically significant difference was found
between the two samples, indicating that cases where
remedial action was taken show no greater evidence
of potential foreclosure than those abandoned or lost
by the antitrust authorities.

We also examined the effects of the complaint
announcement for all firms in the sample. Again, we
found no significant pattern consistent with foreclo-
sure. As a final check, we examined the effect of a
merger announcement on the vertically integrated
rivals. If anticompetitive foreclosure occurred, the
vertically integrated rivals’ costs ~vould not change,

Table 6
Reaction of Focused Rivals during
Two-Day Event Window
Number of Rival Firms

Positive Negative Significantiy Significantly
Response Response Positivea Negative~

Primary
Industryu    16 22 1 2

Only
Industry~     7 9 0 2

%% confidence level.
UPrimar,! Industry indicates that the 4-digit SIC code relevant to the case
appears as the first entry for the firm in Standard & Poor’s Register.
~Only Industry indicates that lhe 4-digit SIC code relevant to the case is
the only entry for the firm in Standard & Poor’s Register.

but since the price in the final product market would
increase, their stock prices should rise on the merger
announcement date. Furthermore, the announcement
of a merger should not provide these firms with any
new i~fformation about the efficiency gains from ver-
tically integrating, because they are already h~te-
grated. Our admittedly small sample of vertically
integrated rivals provided no support for the foreclo-
sure hypothesisJ3

V. Conclusion

Foreclosure resulting from vertical mergers can
lead to higher costs for unintegrated competitors and
higher prices for consumers. A necessary but not a
sufficient condition for anticompetitive foreclosure is
that unintegrated rivals ~vill be less profitable. In a
sample selected from all vertical mergers challenged
by the Justice Department and the Federal Trade
Commission between 1963 and 1982, we find no
evidence of anticompetitive foreclosure.

~3 Since Riordan and Salop (1995) predict that the anticompeti-
tive effect of a vertical merger is likely to be greater, the higher the
concentration and the barriers to entry in the pre-merger upstream
and downstream markets, we regressed abnormal returns of rivals
on market concentration and various measures of individual mea-
sures of barriers to entry. If the predictions of Riordan and Salop
(1995) are correct, the measures of concentration and barriers to
entrg should be negatively related to abnormal returns of the rivals
of tl~e vertically integrated firms. We find no evidence to support the
contention that vertical mergers are more likely to have an anticom-
petitive effect when the pre-merger markets are characterized by
high concentration and high barriers to entry. See Rosengren and
Meehan (1994).
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Many coutested cases may have resulted in fore-
closure with no anticompetitive effects, either because
the merged company still sold to unintegrated rivals
or because the unintegrated rivals could find alterna-
tive suppliers at no additional cost. However, the
antitrust authorities have an incentive to bring cases
with the highest probability of success. Cases with
anticompetitive foreclosure, where both unintegrated
rivals and customers are hurt, should be stronger
than cases where rivals and customers are unaffected.
If the strongest cases were contested, our evidence
indicates that few if any vertical mergers during

this period had anticompetitive effects.
The results reported in this paper do not preclude

economic foreclosure as a possibility; however, during
the period examined, the U.S. Department of Justice
and the Federal Trade Commission did not identify
cases where foreclosure was a problem. As long as
cases where economic foreclosure occurs are difficult
to identify, the enforcement agencies’ neglect of verti-
cal merger cases is well founded. If theoretical models
of anticompetitive mergers are to be useful to policy-
makers, they must provide methods of identifying
cases that should be contested¯
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A tim,e-honored description of the "monetary transmission chan-
nel’--the set of linkages that run from the instrument that the
Federal Reserve controls to its ultimate goals, low unemployment

and low, stable inflation--suggests that the Fed controls the federal funds
rate, which affects the rates on longer-term credit market instruments,
which affect the expected real (inflation-adjusted) rates on longer-term
instruments, which affect real spending on interest-sensitive goods,
which affects unemployment and inflation.1 This description is used quite
widely in commentary on the state of the economy and the appropriate
stance of monetary policy. And yet one key link in the chain, the expected
real long-term interest rate, is not observable. There is no market in the
United States in which participants trade long-term debt contracts that
are negotiated in real terms (adjusted for the inflation rates that are
expected to prevail over the life of the contracts), and thus we do not
directly observe expected long-term real interest rates.2 One can search
all of the available economic data and never find a series with such a
description.

This poses an interesting problem for macroeconomic modelers and
policymakers. While a vast array of nominal yields on financial instru-
ments are available, these yields convey only part of the information
necessary to flesh out the conventional transmission channel.3 Moreover,
Bernanke and Blinder (1992) have observed that the federal funds rate, a
short-term nominal interest rate, has been very well correlated over the
past 30 years with subsequent movements in real activity. Does this
empirical observation imply that we can ignore the difficulties inherent in
linking short-term nominal rates to expected long-term real rates and
posit a simpler "Bernanke-Blinder" transmission channel in which
nominal rates directly affect real economic activity? This would be
somewhat disconcerting, because most of our theories predict a relation-
ship between longer-term real rates and real activity.4 Or does the
correlation between nominal short rates and real output proxy for a more



understandable correlation between long real rates
and real activity?

This article explores the link bet~veen the behav-
ior of monetary policy and inferences about the be-
havior of the expected long-term real rate of interest.
Analysis of this link reveals a reasonable empirical
basis for the standard transmission channel, and an
explanation of the Bernanke-Blinder observation that
is fully consistent with the standard transmission
channel.

I. A Simple Framework for Understanding
the Link from Monetary Policy to
Long-Term Interest Rates5

If the description of the transmission channel in
the first paragraph of this article is approximately
correct, then the behavior of long-term real interest
rates will depend importantly on the current and
expected behavior of the federal funds rate, and thus
on the behavior of the FOMC, the body that sets the
funds rate.

Monetary Policy

The starting point for the framework is the de-
scription of the behavior of monetary policymakers.
Their ultimate goals are a stable and low inflation rate,
7rt, and a level of real activity, Yt, that is stable around

To achieve its goals, the Fed
changes the federal funds rate so
as to "lean against the wind,’"

raising the funds rate when
inflation is above its target, and
lowering it when output falls

below its potential.

its "potential." To achieve these goals, the Fed
changes the federal funds rate, ~:t, so as to "lean
against the wind," raising the funds rate when infla-
tion is above its target, and lowering it when output
falls below its potential. It may choose to respond
more vigorously to deviations of inflation from its
target, or to deviations of output around potential, or

equally to both. The vigor with which the Fed re-
sponds to deviations of its ultimate concerns from
their targets is summarized in the "reaction function"
coefficients c~ and c~y in equation (1).6

rff,- rfft_~ = ~(7r,- ~) + e~:~(yt- fd) (1)

Equation (1) will be the complete description of mon-
etary policy for the purposes of this article. All of the
"policy exercises" will involve changes in the empha-
ses on inflation and real activity, ~ and c~.v, and in the
target inflation rate, ~r.

The Link from Short to Long Interest Rates

The second component of the framework is the
linkage from short-term rates to longer-term rates. It is
conventional to assume that, to a first approximation,
participants in the bond markets act so as to equalize
the real, after-tax, risk-adjusted returns on bonds of
different maturities. If this were not so, then investors
would buy the low-priced (high-yield) asset and sell
the high-priced (low-yield) asset. These relative shifts
in demand and supply would drive up the price on
the low-priced asset and drive down the price on the
high-priced asset until the differences in yields disap-
peared.7

~ In fact, the relevant rate is the real, after-tax rate of interest.
This article ignores the effects of taxes.

2 The United Kingdom issues inflation-h~dexed bonds, which

presumably reflect the long-term real rate of interest (and, by
comparison with equivalent long-term nominal bond yields, the
long-term expectations for inflation).

3 This article will refer to "the transmission channel" of mon-
etary policy. In fact, there are many transmission channels; mone-
tary policy affects different sectors of the economy in different ways.
Because the framework exposited below does not distinguish be-
tween the different components of real output, it does not distin-
guish between the different transmission channels. Empirically, this
strategy works quite ~vell, as will be shown in the following
sections.

4 There are reasons to believe that nominal rates might affect
certain sectors of the economy. For example, some households that
are cash-flow constrained may care more about the nominal interest
rate on their mortgage, because it determines the monthly cash
payment that they must make, than about the rea! interest rate. Even
for this example, however, many of the constrained households
would be considering fixed-rate mortgages, and so they care about
a long-term nominal interest rate, not the federal funds or some other
short-term rate.

~ The framework described here is essentially that of Fuhrer
and Moore (1995).

6 It is assumed here that while the Fed determines the target
rate of inflation, ~, the Fed cannot influence the level of potential
output, ~.

7 Of course, many caveats can be attached to this simple
description of asset markets, including the observation that the
presence of transactions costs could explain the persistence of yield
differentials.
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For our purposes, the yields that we expect to
equalize are the real yield on federal funds, l~ft -
E~t+l, and the real yield on a long-term bond, Pt. We
abstract from both taxes and risk differentials. The
simplest way to state the relationship between federal
funds and the long bond is that the yields on the two
instruments should be such that investors are ambiv-
alent in expectation between holding a long-term

When the Fed changes the
systematic component of its

behavior, it can alter the
expectations of future federal

funds rates that are assumed to
determine the long rate.

bond for its duration and continually rolling over
short-term federal funds investments over the same
duration as the long-term bond. If the expected real
yields do not satisfy this equality, then investors will
shift their positions to take advantage of the "better
deal," and the yields will adjust accordingly. Equation
(2) states this condition algebraically.8

k

i=0
(2)

where the symbol Et indicates the expectation of a
variable, given all the information available at the time
t that the expectation is made. This equation defines
the expected real rate of return on a long-term bond as
the weighted average of the expected real returns on
federal funds over the life of the bond. This equation
also illustrates the unobservability of long-term real
rates: Because expectations of the difference between
future short rates and inflation are not directly observ-
able, the expected long-term real rate itself is not
observable.9

Equation (2) makes the link between monetary
policy and long rates explicit. When the Fed changes
the systematic component of its behavior (changes any
of the coefficients in equation (1)), it can alter the
expectations of future federal funds rates that are
assumed to determine the long rate. However, in
order to complete the definition of the expected long-

term real interest rate, two more elements are re-
quired. The first is a description of the process gener-
ating inflation, required both for its direct effect on
expected future real funds rates, and for its indirect
influence on the expected nominal federal funds rate
through the Fed’s reaction function. The second is a
description of the behavior of real output, required
because of its importance as a determinant of inflation
and because of its effect on the funds rate (and
therefore the expected funds rate) through the reaction
function.

Inflation

The behavior of inflation is determined by two
defining characteristics:

(1) Inflation is linked to real activity: When output
rises above potential, inflation tends to rise, and
conversely.

(2) Inflation moves gradually in response to changes
in output.

The specification of inflation that is used in this
paper’s framework is motivated by the existence of
overlapping nominal wage and price contracts as in
Fuhrer and Moore (1995); the details of the specifica-
tion are discussed in that article. For the present
purposes, the most important feature of the specifica-
tion is that it captures both of the defining character-
istics of inflation enumerated above. In that regard, it
behaves very much like a conventional Phillips curve.

Real Output

Real output is influenced by its own recent be-
havior and (negatively) by the level of the expected
long-term real h~terest rate. With this final link, the
transmission channel is complete: the funds rate is
linked to long-term real rates via equation (2), long-
term real rates are linked to real output, and real
output influences inflation as described in the preced-

s In the original formulation of this link between short-term
and long-term rates, the long-term rate is equal to the expected
geometric average of future short-term rates, so that the sun-unation
would be replaced by a product. Equation (2) is an approximation to
the multiplicative form that is very accurate for low to moderate real
rates.

9 Some surveys of long-term inflation expectations are avail-
able, although not on a continuous basis extending back 30 years or
more. The Hoey survey, for example, queries financial market
participants on 10-year inflation expectations. In addition to not
being available for a long, continuous sample, however, these also
are not exactly the inflation expectations that should enter the
definition of the long real rate, as equation (2) shows.
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ing section. Equation (3) summarizes this final com-
ponent of the framework.

(3)

II. Is the Framework a Reasonable
Description of the Economy?

If we combine the description of monetary policy,
the link from short to long rates, the persistent infla-
tion model, and the real output relationship, we have
a model that can be used to examine the behavior of
the economy and of expected long-term real rates. A
graphical depiction of the basic relationships in the
model appears in the diagram. In summary, the model
works as follows:

¯ Expected long-term real rates depend on expec-
tations of future short-term real rates. While these
are not observed, the model implies specific
forecasts of future short-term interest rates and
inflation, and these are used to construct the
long-term real rate according to equation (2).

¯ The federal funds rate depends on inflation and
real output.

Basic Relationships in the Model

Inflation I~- Output gapl[

Fed
funds
rate

",    Expected    "
" long-term o""

real rates

Determination of inflation
Reaction function
Determination of long-term
real interest rates

Determination of output gap
Indicates sign of coefficient in
estimated relationship
Denotes expectational relationship

Table 1
Model Variables
~nemonic

Y

DeScription

Data Variables
Federal funds rate, quarterly average of daily

effective rates
Inflation rate, four times the log change in

the GDP deflator
Logarithm of GDP per capita, 1987 dollars
Deviation of logarithm of real per capita GDP

from segmented linear time trend,
breakpoint in 1973:1

Model-Defined Variable
Expected long-term real interest rate

¯ Inflation is determined by past and expected
inflation, and the past and expected output gap.

¯ The output gap depends on its own history and
on expected long-term real rates.
Fuhrer and Moore (1995) estimate the coefficients

in this simple model--the responsiveness of the funds
rate to inflation and output, the sensitivity of inflation
to the real output gap, and the influence of real
interest rates on real output. For given coefficients, we
can use the model to i~ffer the expected real interest
rates that are consistent with the model and the data
on the federal funds rate, inflation, and the real output
gap. That is, we use the data and the model structure
to compute the weighted average of forecasts of
short-term real interest rates that are consistent with
the model and that define the expected long-term real
interest rate. The definitions of model variables are
summarized in Table 1J°

The solid line in Figure 1 displays the expected
long-term real interest rate that is generated in this
fashion. As the figure shows, the real rate rises during
thnes that the Fed was ~videly viewed as pursuing
contractionary monetary policy, notably 1981-82 and
1987-89. The model’s estimate of the expected real
rate peaks in the middle of 1981, when the Fed was

~°A full set of estimation results is reported in Fuhrer and
Moore (1995). Most important for our pnrposes is the output gap
equation, xvhich captures the influence of the model’s expected
long-term real interest rate on real output. The estimated coefficients
for this equation are reported below:

JPt = 1.34~t_~ - 0.371~t_2 - .75(p~ ~ - 2.3)

so that real rates exert a depressing effect on output whenever they
exceed their long-run equilibrinm of 2.3 percent.
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Figure 1

Percent
6

Expected Long-Term Real Interest Rate
Baseline Policy Response, C~ = o~v =. 1

6601 7001 7401 7801 82Q1 86Q1 9001 94Q1

Source: Author’s calculations.

explicitly engineering a recession to disinflate the
economy. How well does a model with these move-
ments in the (unobservable) expected real interest rate
describe the behavior of the U.S. economy?

The next figure displays a "dynamic" simulation
of the model economy over the important 1981-86
period of the great dish~flation. The simulation starts
the model off at the actual values for inflation, interest
rates, and real output at the end of 1980, and then
traces the hnplications of the model from that time
forward, not allowing the model to "see" any actual
data during the simulation period.~ The shnulation
suggests that the transmission channel described
above is a very accurate description of how monetary
policy influences the economy.

In the top panel, tight Fed policy results in an
expected long-term real rate of 3V~ percent h~ 1981,
considerably above its long-run equilibrium level. The
result is that the economy slows, output falls well
below potential, and inflation falls fairly quickly. As a
graphical check on the validity of this simple model,
the actual data for the output gap and inflation are
included as the black lines in the bottom two panels
of the figure (there is, of course, no correspondh~g

"actual" line for the expected real rate). The simple
dynamics of this model of the transmission mecha-
nism capture very well the actual paths taken by the
key variables in the macroeconomy over one of the
most important episodes in the last 30 years. This
lends plausibility to the model’s estimate of the ex-
pected long-term real rate. The next section examines
the behavior of the real rate, explaining its movements
by reference to the systematic behavior of monetary
policy.

IIL Explaining the Behavior of the
Long-Term Real Rate~

Figure 3 plots the estimated real rate from Figure
1 ~vith the actual federal funds rate. Interestingly,

11 Note that the model was estimated using data from this
period, so that the model has already "seen" some of this data.
Thus, this simulation is not an out-of-sample dynamic simulation,
but an in-sample dynamic simulation. Still, this is a more difficult
test to pass than a "static" simulation that feeds actual values of
lagged variables into the simulation path.

~ The analysis in this section follows closely Fuhrer and Moore
(1995).
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Figure 2

TheMonetary Transmission Channel at Work:
The "Great Disinflation" of the 1980s
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simulations: Author’s calculations
Actual output: Log of real GDP per capita, deviation from
segmented trend.
Actual inflation: Log change in Ihe GDP deflator

although the scales are somewhat different (as they
should be--one is a real rate, one a nominal rate), the
movements in the expected real rate are mirrored
extremely closely by the movements in the funds rate.
Thus, this model provides a partially satisfying expla-
nation for the Bernanke-Blinder observation. Real
output is actually well correlated with the expected
long-term real interest rate, which happened to look
like a short-term nominal interest rate for the past 30
years.

Wliile this explanation is satisfying on one level, it
leaves much to be desired on another. While we now
have a plausible interpretation of the correlation of
short rates with real output, the question left unan-
swered is: Why has the long-term real rate behaved
like a short-term nominal rate over recent history?
Does the structure of the frame,york require the two to
be tightly linked? Because our framework builds a
tight link between monetary policy behavior and
long-term rates, the first place to look for an explana-
tion is in a close analysis of the behavior of monetary
policy.

How Does the Behavior of Monetary
Policy Affect the Long Real Rate?

Monetary policy cannot completely determine the
economy’s course. Because policy affects the economy
with a lag, other economic influences that are "baked
h~ the cake" at the thne of policy implementation and
influences that arise tmexpectedly during the unwind-
ing of the policy transmission cham~el cam~ot be
completely offset by monetary policy. However, im-
portant differences in the systematic response of mon-
etary policy to the state of the economy can yield
distinctly different behaviors of the macroeconomy.

The vector autocorrelation function (VAF) pro-
vides one graphical way of summarizing the patterns
of behavior in key variables in the economy. The VAF
displays the correlations between one variable today
and another variable some time in the past. Included

’in the VAF is the correlation between a variable and
itself a fixed number of periods in the past, its "auto-
correlation". Thus, the VAF summarizes all of the
correlations among a set of variables, both contempo-
raneously and across time.

An example of a VAF is shown in Figure 4. The
figure displays the correlations among inflation, the
federal funds rate, and the real output gap, taken from
the model that was used to produce the simulation in
Figure 2. The policy response is the "baseline" re-
sponse that sets c% = c~:¢ = .1. The autocorrelations for
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Figure 3
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h-fflation, the funds rate, and the output gap are
displayed along the top left to bottom right "diago-
nal" of the graph. They show that all three of these
series are positively correlated with their own past
values. If inflation (or the funds rate or the output gap)
was higher than average four quarters ago, it is likely
to be higher than average today.

In the "off-diagonal" elements of Figure 4, we can
see how interest rates, inflation, and real output inter-
act over time. Panel 4.2 may be translated as "when
the federal funds rate was higher than average four to
eight quarters ago, inflation tends to be lower than
average today." Panel 4.3 captures the Phillips-curve
behavior of inflation: When output exceeds potential
over the past several quarters, inflation tends to be
higher than average today. Panels 4.4 and 4.6 capture
the response of the federal funds rate to current and
lagged inflation and real output. In both cases, when
past inflation and output are higher than normal, the
funds rate subsequently tends to be higher than nor-
mal. In the last row, panel 4.8 depicts a condensed
version of the effect of monetary policy on output:
When the federal funds rate was higher than normal

four to eight quarters ago, the output gap tends to be
negative today. As was demonstrated above, this con-
densed version proxies for the more conventional link
from federal funds to long-term real rates to output.

Thus, these VAFs provide a graphical snapshot of
how the important variables in the economy interact
over time. One more insight about the VAF will be
useful in unraveling the monetary policy-real interest
rate connection. Note that the top panels of Figure 4
may be read as reflecting the link either between past
variables (inflation, interest rates, and output) and
current inflation, or between current variables and
future inflation. The correlation holds regardless of the
"viewpoint date" assumed.

Understanding the behavior of long-term real
rates requires two additional steps. The first will link
changes in the systematic behavior of monetary policy
to changes in the VAF for the variables in the econ-
omy. The second will link observations about the
correlations among the variables in the economy,
particularly about the correlations over time between
the funds rate and inflation, to explanations of the
behavior of long-term real h~terest rates.
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Figure 4

Vector Autocorrelation Function for Baseline Monetary Policy
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The Effect of Monetm~d Policy on Correlations
Betzveen Interest Rates and Inflation

Changes in the way the Fed sets the funds rate in
response to deviations of inflation from its target can
alter the correlation over time between short-term
interest rates and inflation. In one sense, one could
view the long-term mission of monetary policy as the
desire to influence this correlation. A successful infla-
tion-fighting policy will entail vigorously raising the

short-term interest rate in order to subsequently lower
the inflation rate. Thus, a negative correlation between
past interest rates and current inflation rates, as in
panel 4.2 of Figure 4, can be interpreted as evidence of
an inflation-fighting monetary policy.

Figure 5 displays the VAFs associated with sev-
eral different monetary policy regimes, focusing only
on the relationship between inflation and the funds
rate. Each regime is characterized by its reaction
function coefficients (the responses to inflation and the

46 September/October 1995 New England Economic Review



Figure 5

Comparison of Autocorrelation Functions, Various Policy Settings
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output gap in equation (1) above). Note that for
moderate inflation-fighting policies--policies with co-
efficients of 0.1 or 0.25 in the reaction function--the
correlation between past funds rates and current in-

flation, displayed in panel 5.2, is predominantly neg-
ative for the first five years or so. In all cases, current
hdlation is positively correlated with lagged inflation,
at least for the fh’st eight quarters, and often for longer,
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as shown in panel 5.1. This is an indication of the
inherent persistence in the rate of inflation. Regardless
of the monetary policy pursued, inflation will exhibit
considerable persistence.13

A monetary policy that responds quite strongly to
inflation and output--as in the long-dashed lines in
Figure 5, which set both policy responses to 1--yields
a positive correlation between past funds rates and
current inflation. The Fed moves the federal funds rate
up rapidly to push inflation down when inflation is
above its desired level, for example, and drops the
funds rate just as quickly when output falls below
potential and inflation drops to its new, lower target.
This aggressive policy moves inflation and real output
monotonically toward their targets. As a result, high
past funds rates will be associated with current infla-
tion rates that are above their desired level. Thus, the
positive correlations indicated in the long-dashed line

Different monetary policies can
imply very different correlations

over time between inflation
and interest rates.

in panel 5.2 are caused by a strong policy response to
both inflation and output.

In addition, the weaker the inflation and the
output responses, the more negative the autocorrela-
tion of inflation turns over thne, as shown in panel 5.1.
If monetary policy does not vigorously force inflation
towards its target, then inflation will gradually move
towards and subsequently "overshoot" its target.
Above-normal inflation rates three years ago will be
associated with below-normal inflation rates today.
This overshooting behavior is indicated by the nega-
tive autocorrelations of hxflation at lags 12 to 20, dis-
played in the solid and short-dashed lines h~ panel 5.1.

Thus, different monetary policies can imply very
different correlations over time between inflation and
interest rates. Hour do these correlations explain the
behavior of long-term real rates?

The Link between Long-Tet~n
Expectations and the VAF

Recall that the expected long-term real interest
rate is equal to the weighted average of expected

short-term real interest rates, where the short-term
real rate is defined as the difference between the
expected short-term nominal rate and the expected
rate of inflation. Thus, we can think of expected
long-term real rates in this model as composed of the
difference between the expected long-term nominal
rate, Rt, and the expected long-term rate of inflation,
IIt, or

Pt = 2 E,rfft+,- 2 E twt+,+i
i-0                 i=0

= R~ - 1-It

(4)

Ultimately, the expectations of any variables in the
model, which are not observable, must be based upon
things that are observable, such as the quarterly ob-
servations on inflation, interest rates, and output.
Thus, in the framework that we are currently using,
we must be able to express Rt and IIt in terms of these
variables. How these expectations depend on observ-
able macro variables will be the final key to under-
standing long real rates.

Consider the expected long-term nominal rate Rt.
What should be the relationship between the expected
long-term nominal rate and the short-term nominal
rate? The VAF suggests that, at the baseline policy
parameters used to generate Figure 4, the relationship
should be positive, consistent with the persistence of
the federal funds rate displayed in panel 4.5 of Figure
4. The correlation between Rt and inflation can be
inferred from panel 4.4 of Figure 4: Current inflation
should be positively correlated with future (expected)
federal funds rates and thus with Rt. Thus, the ex-
pected long-term nominal rate should be positively
related to both the funds rate and i~fflation.

By similar reasoning, at the baseline policy pa-
rameters, the long-term expected inflation rate should
be positively correlated with current inflation. This is a
direct implication of panel 4.1 of Figure 4: Current
inflation is positively correlated with future (expected)
inflation, but therefore it must be positively correlated
with long-term expected inflation. Finally, long-term
expected inflation should be negatively correlated with
the current funds rate; this relationship is implied by
panel 4.2 of Figure 4. The current funds rate is
negatively correlated with future (expected) inflation
rates, so it must be negatively correlated with ex-
pected long-term inflation.

Fuhrer (1995) examines the persistence of inflation in detail.
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Table 2
The Components of the Expected Long-Term Real Rate

Component
Baseline Policy Parameters

Long-term nominal rate (R~)
minus

Expected long-term inflation ([I~)
equals

Expected long-term real rate (,o~)

Vigorous Policy Response (cq, = %, = 1.0)
Long-term nominal rate {R0

minus
Expected long-term inflation (Fit)

equals
Expected long-term real rate (0~)

Relationship to

Short-term nominal rate

= ~, = 0.1)
positive

negative

positive

positive

positive

?

Inflation rate

history? Consider the long-dashed
lines in Figure 5. These correlations
are generated by a policy that aggres-
sively targets both inflation and real
output. Now the negative correlation
between the funds rate and future
inflation in the solid line in panel 5.2

positive has turned positive. The difference
- between the expected long-term nora-

positive inal rate and long-term expected in-
zero flation, as depicted in Table 2, no

longer yields a long real rate with
an unambiguous relationship to the
funds rate.

Figure 6 displays the expected
long-term real rate that is consistent
with this aggressive monetary policy
response.~a As the figure shows, the
real rate no longer mimics the behav-
ior of the short nominal rate (the

correlation between the real rate and the funds rate
here is about 0.5, as compared with 0.96 in Figure 3).
The more vigorous policy response implies markedly
different correlations between inflation and the funds
rate, implying a different pattern of expectations for
short-term real rates, and thus a different expected
long-term real rate.

This exercise shows that in this framework the
behavior of the expected long-term real rate, including
its reduced-form correlation with the short nominal
rate and inflation, depends importantly upon the
behavior of monetary policy. A shift from less vigor-
ous to more vigorous inflation and output targeting
can alter the sign of the dynamic correlations between
hfflation and the short rate. Thus, the behavior of real
rates implied by this framework will not be stable
across changes in the monetary policy reghne.

positive

positive

Turning back to equation (4), we can now see why
the baseline monetary policy has produced an ex-
pected long-term real rate that behaves like a short-
term nominal rate. Table 2 summarizes the relation-
slzips between the expected long-term nominal rate
and expected i~fflation and the funds rate and h~fla-
tion, in the context of the definition of the long-term
real rate. The positive correlations between the long-
term nomh~al rate and inflation and between long-
term h~flation and inflation are essentially equal, so
they cancel out in the definition of expected long-term
real rates. However, the positive correlation between
long-term nominal rates and short-term nominal rates
is reinforced by the negative correlation between
long-term inflation and short-term nominal rates. As a
result, o~zly the short-term nominal rate provides a
significant net contribution to the definition of ex-
pected long-term real rates.

Thus, the close correspondence between short-
term nominal rates and output may be interpreted as
a close correspondence between long-term expected
real rates and output. The reason is that long-term
expected real rates behave very much like short-term
nominal rates. This similarity depends critically, how-
ever, on the behavior of monetary policy.

The Effect of a Change in Monetm~d Policy on the
Behavior of Real Rates

IV. Some Revealing Disinflation
Simulations

Much of the correspondence between the autocor-
relation information in Figures 4 and 5 and the sys-
tematic behavior of monetary policy can be illustrated
in a somewhat more digestible form by simulating a
disinflation for a particular policy setting from the
figures. Fignre 7 displays two disixdlation simulations,

What happens to the correspondence between
short nominal rates and long real rates when mone-
tary policy behaves differently than it has in recent

~ The expected long-term real rate is generated by dynamically
simulating the model with the vigorous monetary policy response
over the data from 1966 to 1994.
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Figure 6

Expected Long-Term Real Rate hnplied by Vigorous Monetm7 Policy Responses
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one for the baseline policy setting c~ = ~,~ = 0.1 (the
top panel), and one for the vigorous policy response
c% = ~,~ = 1.0 (the lower panel). In each case, the
economy begins at an initial point with the output gap
equal to zero, inflation at its initial target rate of 3
percent, the expected real rate of interest at its long-
rtm equilibrium value (2 percent), and the federal
funds rate at the sum of the equilibrium real rate and
the target inflation rate.is At the beginning of the
simulation, the target inflation rate is dropped 3
percentage points to zero, and all the variables in the
model respond as dictated by the relationships speci-
fied in equations (1) to (3).

Under the baseline policy response, the funds rate
rises modestly at the onset of the disinflation, raising
expected long-term real rates and depressing output
below potential, and inflation begins to fall. As the
output gap turns decidedly negative, the funds rate
responds moderately, dropping slowly below its new
long-run equilibrium (2 percent) and not quickly
enough to prevent slack demand from pulling infla-
tion below its new target.

One can read the dynamic correlations between

inflation and the funds rate directly from this disin-
flation simulation. Higher-than-normal initial federal
funds rates are followed by lower-than-target inflation
rates 5 to 16 quarters later. This is exactly the negative
correlation displayed in panel 4.2 of Figure 4. Simi-
larly, higher-than-target inflation rates at the begin-
ning of the disi~fflation are followed by higher-than-
normal federal funds rates for the ensuing 12 quarters.
This positive correlation of current inflation with
future funds rates is mirrored in panel 4.4 in Figure 4.

The first of these two dynamic correlations shifts
dramatically under the vigorous policy response in

" the disinflation depicted in the bottom panel of Figure
7. With an initial output gap of zero, and an "inflation
gap" (the difference between the inflation rate and its
target rate of zero) of 3 percent, the Fed quickly raises
the federal funds rate, raising expected real rates and
depressing output, thus lowering the hfflation rate. As
the output gap turns more and more negative, the Fed

~s The equilibrium real rate of 2 percent is consistent with the
estimated coefficient values for the real output gap equation (3),
reported in footnote 10.
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Figure 7

Disinflation Simulation
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quickly lowers the funds rate, avoiding a more serious
downturn in real activity and avoidh~g the "over-
shooting" of inflation that takes place under the
baseline policy response. The more vigorous monetary

September/October 1995

policy yields a milder "recession" (a smaller negative
output gap) than the baseline policy and a smaller
variation of inflation about its target, due to the
absence of inflation overshooting. Thus, one key les-
son that can be drawn from this simulation compari-
son is that a more vigorous monetary policy is more
"efficient" in this framework, achieving better out-
comes for both inflation and real output.

Once again, the dynamic correlations between
inflation and the founds rate are apparent from the
simulation. Higher-than-normal funds rates at the
beghming of the disinflation are followed by higher-
than-target inflation rates throughout the dish~flation.
Thus the combination of more vigorous h~flation and

One key lesson that can be drawn
is that a more vigorous monetary

policy is more "’efficient"
in this framework, achieving

better outcomes for both
inflation and real output.

output targeting has reversed the sign of the correla-
tion between the current funds rate and fi_~ture infla-
tion rates. As before, higher-than-target inflation rates
at the beginning of the disinflation are associated with
higher-than-normal ftmds rates for the next eight
quarters. Thus, the disinflation simulations essentially
articulate the pattern of correlations over time be-
tween inflation and the funds rate that are hnplied by
a particular monetary policy response.

V. Conclusions
This article provides empirical support, originally

documented in Fuhrer and Moore (1995), for a stan-
dard description of the monetary policy transmission
channel. According to this view, the Fed sets the
federal funds rate in response to deviations of inflation
and real output from their desired values. Credit
market participants take this systematic behavior into
account in forming their expectations of future federal
funds rates, and so their expectations of long-term real
interest rates reflect the stance of Federal Reserve
policy. Long-term real interest rates in turn influence
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real economic activity, which in turn influences the
rate of ilfflation. This characterization of the economy
and of the Fed’s role in it appears to match the
behavior of the actual economy quite well.

As monetary policy alters its systematic response
to h~flation and real activity, credit market partici-
pants’ expectations of future funds rates will also shift,
inducing changes in the behavior of expected long-
term real rates. This article illustrates the link between
the behavior of monetary policy and the behavior of

long-term real rates, tracing the link from a particular
policy response to its implications for the expected
interaction between the federal funds rate and infla-
tion over time. In addition, the paper provides an
explanation for the widely documented correlation
between short-term nominal rates and real activity
(see, for example, Bernanke and Blh~der (1992)), argu-
ing that this correlation may be interpreted as the
outcome of an underlying correlation between ex-
pected long-term real rates and real activity.
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T hree years ago, the Federal Reserve Bank of Boston released an
examination of racial patterns in mortgage denial rates in the
Boston area (Munnell, Browne, McEneaney, and Tootell 1992

(MBMT)). The study was motivated by newly available data on mortgage
applicants, showing that black and Hispanic applicants were two to three
times as likely to be turned down for mortgages as white applicants. The
study gathered additional data on applicants’ debt burdens, credit
histories, and other financial characteristics to see whether economic
factors explained the racial difference in denial rates. Although the
additional information did explain much of the difference, after taking
account of economic factors the applicant’s race still affected the proba-
bility of getting a mortgage.

The study was promptly given "landmark" status by some in the
press, and in some respects the designation is warranted. The data
collection was a major undertaking; thus, despite many calls for studies
of racial lending patterns in other cities or sets of institutions, only one
somewhat similar work had appeared as of mid-1995 (Stengel and
Glennon 1995). It has also been influential. The study alerted both the
mortgage industry and its regulators to the possibility of discrimination
in mortgage lending. It has stimulated many financial institutions to
re-examine their lending practices and has caused the federal supervisory
authorities to change their examination procedures pertaining to fair
lending. It has spurred efforts by the major secondary market agencies
both to ensure that lenders do not interpret their credit guidelines
excessively strictly and to reassess the appropriateness of some of these
guidelines. The study may have provided some of the impetus to revise
the Community Reinvestment Act regulations and it probably reinforced
the Department of Justice’s efforts to pursue fair lending more vigorously.

Given the attention the study has received, criticism is to be
expected. Some of the criticism has been scholarly. Some has been
strident, with one critic even hinting the study was "consciously fraud-



ulent" (Roberts 1993). Much of the criticism seems to
reflect a view that discrimination simply cannot occur
in lending; much, especially some of the most vocif-
erous, appears driven by concerns over policy direc-
tions that the study might inspire. These concerns
have taken on new life in the past year in response to
the Justice Department’s more aggressive stance to-
wards redlining and fair lending violations.

Thus, it seems appropriate to respond to the
major criticisms of the study, showing why the study
is sound and why its finding that discrimination and
economic factors both contributed to the racial dispar-
ities in mortgage denials in Boston is solid. At the
same time, it should be noted that the study itself did
not advocate any specific remedial policies, simply
concluding that "a serious problem exists in the mar-
ket for mortgage loans" such that "lenders, commu-
nity groups, and regulators must work together to
ensure that n-finorities are treated fairly."

Primary responsibility for
addressing the problem of

discrimination in mortgage
lending lies with the industry.

Subsequently, in testimony before the Senate
Banking Committee, Richard Syron, then President of
the Federal Reserve Bank of Boston, made clear that
primary responsibility for addressing the problem of
discrimination in mortgage lending lies with the in-
dustry, stating, "the most critical step is for mortgage
lenders to acknowledge at least the possibility that the
results of their lending process are discriminatory. As
long as lenders sincerely believe their procedures are
beyond reproach, efforts to get them to change will
have limited success .... Lenders’ reactions to the
study suggest that they are now questioning what
they always took for granted. They are starting to
recognize that simply having a policy that prohibits
discrimination does not prevent discrhnination" (Sy-
ron 1993). Fostering this self-questioning was a major
accomplishment of the Boston Fed study and it would
be most unfortunate if it were reversed.

Although criticisms of the Boston Fed’s findings
in the media have been numerous, most of these
repeat the arguments of three sources (Brimelow and
Spencer 1993; Liebowitz 1993; and Horne 1994a and

1994b). In a separate category stands the more techni-
cal criticism by Yezer and various co-authors (for
example, Yezer, Phillips, and Trost 1994) that negoti-
ations between borrowers and lenders preclude find-
ing discrimination. The appendix summarizes the
issues raised by each of these and other major critics
and provides point-by-point rebuttals.

The criticisms can be grouped into five categories:
1. Default rates--If discrimination exists, the

average default rate of minority borrowers will be
below that of white borrowers, whereas data in the
Boston Fed study suggest that minority and white
default rates are similar.

2. Omitted or missing variables--Variables
have been omitted from the analysis that might
explain the influence of race on the mortgage deci-
sion.

3. Misspecification--A different specification of
the mortgage decision process might lead to a
conclusion that discrimination is not occurring. The
argument that the mortgage decision process is a
negotiation is a specification issue.

4. Goodness of fit--The Boston Fed’s regres-
sion analysis does not explain mortgage outcomes
very well.

5. Data errors--The data collected from the
lending institutions and used in the Boston Fed’s
analysis contain errors.

Each of these criticisms is addressed below. It will
be shown that comparisons of average default rates
tell little about the existence of discrimination if the
distribution of default probabilities is different for
minority applicants than for white applicants. Most of
the allegedly missing variables were included in the
regressions presented in the study’s appendix or were
well proxied by included variables. Alternative spec-
ifications do not affect the influence of race on the
outcome, unless the sample is split so as to eliminate
most of the minority rejections from the analysis. The
regression explains denial outcomes well. Most "data
errors" are not errors at all; and such errors as do exist

¯ do not affect the study’s results. Before responding to
these criticisms in detail, however, the study and its
findings are summarized.

Recap of Boston Fed Study

The Boston Fed’s study was undertaken in re-
sponse to the release of Home Mortgage Disclosure
Act (HMDA) data for 1990 that showed black and
Hispanic applicants for home purchase mortgages
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being turned down much more frequently than white
applicants. This was true in almost all major metro-
politan areas. In Boston, approximately 30 percent of
black and Hispanic mortgage applicants were re-
jected, compared to 11 percent of white applicants.

This was new information. Although community
and minority groups had previously complained
about the small number of mortgages made in minor-
ity areas, the available information covered only ap-
proved loans and told nothing about the characteris-
tics of the applicants. Thus, it was not possible to
distinguish the role of the lending industry from that
of buyers, sellers, realtors, and other actors in the
housing and mortgage markets. In 1989, however, the
Home Mortgage Disclosure Act was amended to re-
quire information on the disposition of all mortgage
applications according to the applicant’s race, gender
and income.

The implications of the disparities h~ denial rates
were hotly debated, with some people seeing them as
proof of discrimination and others arguing that they
could be explained by differences in applicants’ loan-
to-value ratios, obligation ratios, credit histories, and
other economic characteristics. In an effort to clarify
the importance of these economic factors, the Federal
Reserve Bank of Boston, with the support of the
Federal Reserve Board and other federal supervisory
agencies, undertook to gather the missing information
and perform the necessary analysis for the Boston
metropolitan area.

The project was a major effort. The 131 fh~ancial
institutions that had been the most active mortgage
lenders in the Boston metropolitan area were asked to
provide additional information on 38 financial, credit
history, and employment variables for all their black
and Hispanic mortgage applicants and a random
sample of white applicants.1 The final sample con-
sisted of more than 700 black and Hispanic ("minori-
ty") applicants for conventional home purchase mort-
gages and 2300 white applicants.

It should be noted that the Boston Fed researchers
did not have direct access to the lenders’ files. The
Boston Fed was not the primary regulator of the
institutions, and thus researchers were precluded
from seeing the files. To ensure accuracy, the Boston
Fed ran the data through various computer checks
and screened the information visually. Institutions
were asked to verify that unusual-looking variables

1 The Boston Fed did not, as some critics have asserted, collect
information on 6.6 million mortgage applications (see Macey 1994).
The 6.6 million figure appears to refer to mortgage applications
nation,vide.

corresponded to the information in their loan files. The
institutions also had an incentive to be accurate,
having been told that the information could be turned
over to their primary regulators.

The choice of the variables to be collected was
based on numerous conversations with underwriters,
examiners, and others familiar with the mortgage
lending process. While media accounts of industry
explanations for the racial disparities in denials fo-
cused on a relatively small number of variables, the
Boston Fed study tried to include everythh~g that
might possibly be relevant to the mortgage decision.
The inforlnation collected from the financial institu-
tions was then combined with the institutions’ final
HMDA submissions and data on neighborhood char-
acteristics from the 1990 Census.

Until the release of HMDA data
for 1990, it was not possible to

distinguish the lending industry’s
contribution to racial patterns
in mortgage originations from
that of buyers, sellers, realtors,
and other actors in the housing

and mortgage markets.

The resulting data set contained more than 60
variables, although some of the information from the
HMDA submissions, such as the purchaser of the
mortgage and the date the application was submitted,
were not considered pertinent to the analysis of mort-
gage denials. This data set was made available to the
research community in 1993. A limited number of
variables were deleted from this public research data
set in order to prevent individual mortgage appli-
cants and lending institutions from being identified.2
Regressions run usiug these data are virtually identi-
cal to those using the original data set.

The data were analyzed using a logit regression,
in which the probability of being denied a mortgage
loan was a function of obligation ratios, credit history,
measures of wealth, and a variety of other economic

~- Among the more noteworthy changes were the deletion of the
lender identifier, the census tract number, and information relating
to the applicant’s occupation.
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characteristics, as well as the applicant’s race. Many
specifications were examined, of which a sample ap-
pears in the Boston Fed study (MBMT).

Although logit regressions are well-suited to
modelling discrete outcomes, in this case whether an
application was approved or denied, the output of the
regression is an estimate of the probability that an
application will be denied. Probabilities are continu-
ous. Both critics and fans of the study have resisted the
probability concept, wanting to interpret a 49 percent
probability of denial as a surefire prediction of ap-
proval and a 51 percent probability as clear evidence
the application should be turned down. Additionally,
because the actual outcomes are discrete, whether a
loan was denied or not, and the estimates are proba-
bilities, there is no simple measure of how well the
regression explains the variation in outcomes compa-
rable to the r-squared that is traditionally used to
measure a regression’s "goodness of fit."

The Boston Fed’s analysis confirmed that credit
histories, loan-to-value ratios, and other factors cited
by lenders as influencing the mortgage decision did
indeed explain much of the gap between minority and
white denial rates. As the study stated, "Including the
additional information on applicant and property
characteristics reduces the disparity bet~veen minority
and white denials from the originally reported ratio of
2.7 to 1 to rougl~y 1.6 to 1" (MBMT, p. 2). Nevertheless,
after taking into accotmt obligation ratios, loan-to-value
ratios, credit histories, m~d other factors affecting the loan
decision, black and Hispanic mortgage applicants were
still more likely to be turned down than white appli-
cants. Specifically, given white applicants’ fh~ancial,
credit history, employment, and neighborhood charac-
teristics, n’dnority applicants would experience a 17
percent denial rate compared to the white applicants’
denial rate of 11 percent.

The study also provided some insight into why
this outcome might occur. Most applicants, white as
well as minority, are not "perfect." They exceed some
secondary market guideline for obligation or loan-to-
value ratios or for credit history, or they possess some
characteristic, such as self-employment or purchase of
a two- to four-family home, that requires additional
documentation. Thus, approving a mortgage involves
considerable judgment on the part of the lender. The
decision is not a mechanical process in which loan
originators unthinkingly apply guidelines set by the
secondary market or their institution.

Discretion is desirable. Residential mortgages are
generally seen as very safe investments, implying that
applicants need not be perfect to be creditworthy. But

discretion opens the door to the possibility of discrim-
ination. In addition, the relative scarcity of perfect
applications means that discovering discriminafion
through file-by-file reviews is very difficult. Almost
always, some blemish is present that could be cited as
justification for denial. A search might reveal ap-
proved applications with the same flaws, but they
probably will not be the same in all respects. And even
if they are, the tricky issue of probabilities remains.
The denial of a single minority applicant while a
similarly situated white applicant was approved could
be a chance outcome. Only by looking at large num-
bers of applications can patterns be discerned.

Fostering self-questioning by the
mortgage lending industry was a

major accomplishment of the
Boston Fed study and it would

be most unfortunate if it
were reversed.

The Boston Fed’s findings about the role of judg-
ment in the mortgage decision and the difficulties of
trying to identify discrimination through file-by-file
reviews are important in and of themselves. In com-
bination with the finding that race affected lending
decisions in Boston in 1990, they mean that discrimi-
nation is possible and that lenders cannot pass off
responsibility for their loan outcomes to the secondary
market or take comfort in past favorable exam results.
Moreover, while it may be more palatable to think that
discrimination arises from subtle differences in the
exercise of judgment rather than through overt poli-
cies, ensuring fair treatment may actually prove more
difficult in the former situation. Training, changes to
hiring and promotion practices, self-monitoring, and
other steps may be required to ensure that all borrow-
ers are treated equitably. A new policy statement,
alone, is unlikely to do the job.

Default Rates

Of all the criticisms of the Boston study, the one
that resurfaces with greatest persistence is the claim
by Brimelow and Spencer (1993) that data in the
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Boston Fed study showing similar foreclosure rates in
white and minority neighborhoods disprove the find-
ing of discrimination. Their argument was given stat-
ure by Becker (1993) and continues to be repeated in
media commentaries; but as pointed out by Galster
(1993), Carr and Megbolugbe (1994), and Tootell
(1993), and acknowledged by Berkovec, Canner, Gab-
riel, and Hannan (BCGH 1994b), themselves propo-
nents of default analysis, average default rates tell
ahnost nothing about discrimination. Moreover, the
foreclosure rates presented in the Boston study are not
the appropriate data for an analysis of racial default
experience.

Most advocates of default analysis believe it pro-
vides a way of sidestepping the problem of determin-
ing what factors the lender considered when deciding
whether to approve or deny a mortgage application.
Instead of worrying about the relevance of loan-to-
value ratios, obligation ratios, or credit history, one
simply looks at default rates. If minorities are being
treated unfairly, the argument runs, lenders are passi
ing up profitable loans to minorities with low default
probabilities while making less profitable loans to
whites with a greater likelihood of default. Accord-
ingly, the average default rate for successful minority
borrowers will be lower than for whites if discrimina-
tion is occurring--and the absence of a lower minority
default rate can be taken as evidence that lenders are
not discriminating.

Appealing as this reasoning may seem, it depends
critically on three assumptions. If any one of the three
fails to hold, no inferences about discrimination can be
made from average default rates. All tl~ee assump-
tions are open to question on general principles, and
the third was demonstrably incorrect for Boston-area
borrowers.

Assumption one is that the loan originators know
with a high degree of precision what determines
defaults.3 But little hard information exists on what
causes defaults. Because home mortgages are seen as
very low-risk, not much effort has been expended on
monitoring loan performance. Most lenders have not
been tracking the determinants of defaults. Nor has
the secondary market; a study of the FHA experience
was recently completed, but that broke new ground
(BCGH 1994b).

One indication of the paucity of data is that the
only information cited by critics in support of their

3 For profit-maximizers, the relevant consideration is really the
expected profitability of the loan and not simply the likelihood of
default. Profitability also depends upon the cost of making the loan
and, if the loan is kept in portfolio, the probability of prepayment.

argument is a table in the Boston Fed study showing
foreclosure rates in City of Boston neighborhoods.
These data on foreclosure rates by racial composition
of the neighborhood were intended as a measure of
neighborhood risk and cannot reveal much about
racial default probabilities. The foreclosure figures are
not limited to owner-occupied, one- to four-family
properties; they include a nulnber of instances of
multiple properties owned by the same individual.
Nor is the race of the property owners known. Whites
may be property owners in minority neighborhoods
and blacks and Hispanics may own property in white
areas. In particular, the geographic distribution of the
homes being purchased by the black and Hispanic
mortgage applicants in the Boston study differed quite
substantially from the distribution of the black and
Hispanic population, with over half of the minority
applicants planning to purchase in predominantly
white areas.4

Assumption two is that discrhnination in mortgage
markets consists of requiring minority applicants to
be more creditvvorthy than white applicants. In other
words, the maximum probability of default that
lenders will accept is lower for minority applicants
than for white, resulth~g in a pool of approved minor-
ity applicants that, on average, has a lower probabil-
ity of default than the white pool. One can, how-
ever, postulate forms of discrimination in which mi-
nority rejections are not concentrated among more
marginal applicants and which need not, therefore,
result in a lower average probability of default. Dis-
crimination could be random, for example, if it arose
because some white loan officers simply disliked
blacks and Hispanics. Even reactions to different styles
of speech or dress and misunderstandings of cultural
differences in communication, such as the significance
of looking people in the eye, could lead to rejections
of minority applicants across the entire spectrum of
default probabilities.~

4A further concern is the use of foreclosure rates as the
measure of default probability. Borrowers default and lenders
foreclose; and while foreclosures may be more closely related than
defaults to the lender’s primary objective, profitability, the use of
foreclosures rather than an indicator of borrowers’ failure to pay
introduces complicating issues such as resale opportunities and the
lender’s foreclosure policies. If the housing market is healthy,
borrowers who fall into default will sell their properties themselves
ratber than experience foreclosure. This can be seen in the Boston
foreclosure data. Foreclosures were very infrequent until 1990,
when the housing market softened.

5 In tbis context, it is worth noting that the Boston Fed’s
analysis implies that mortgage applicants who were not approved
because of their race represent less than 10 percent of all minority
applicants. A figure of this magnitude could plausibly be explained
by random acts of prejudice.
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Table 1
Effect of Distribution of Default Probabilities on Average Default Rates--An Example

Minorities with Equal Minorities with Higher
White Default Probabilities Default Probabilities

Average Approved Approved Approved
Default Default Applicants Borrowers Applicants Borrowers Applicants Borrowers
Category Probability (percent) (percent) (percent) (percent) (percent) (percent)
0-1 .5 20.0 22.2 20.0 26.7 5.0 7.1
1-2 1.5 25.0 27.8 25.0 33.3 15.0 21.4
2-3 2.5 15.0 16.7 15.0 20.0 30.0 42.9
3-4 3.5 15.0 16.7 15.0 20.0 20.0 28.6
4-5 4.5 15.0 16.7 15.0 0 15.0 0
>5 10.0 0 10.0 0 15.0 0

Total 100.0 100.0
% Denied 10.0
Average Default Rate 2.3
Note: This is a hypothelical example. Highlighted numbers indicate denials.

100.0 100.0 100.0 100.0
25.0 30.0

1.8 2.4

Assumption three is that the distribution of default
probabilities is the same for white applicants and for
minority applicants who meet the white default stan-
dard. Only if the distributions are the same will
requiring minorities to meet a more stringent standard
necessarily result h~ accepted minority applicants hav-
ing a lower average default rate than successful white
applicants; and only then can the absence of lower
default rates be taken as evidence that discrimination
is not occurring. This assumption is not valid for the
mortgage applicants examined in the Boston study;
the distributions are not the same.

The importance of this assumption is illustrated
in Table 1, which is based loosely on an example in
Galster (1993). The numbers in the table are hypothet-
ical. Column (3) shows the distribution of white mort-
gage applicants according to their expected probabil-
ities of default. Thus, 25 percent of white applicants
have an expected probability of default between 1 and
2 percent, with an average probability of default of 1.5
percent. If lenders are willing to approve applications
with default probabilities up to 5 percent, the distri-
bution of approved white borrowers will be that
shown in column (4); and if lenders have accurately
assessed the default probabilities, the average default
rate will be 2.3 percent.

Columns (5) and (6) show what happens if the
distribution of creditworthiness is the same for minor
ity and white applicants and lenders discriminate
against minority applicants by requiring a default
probability of 4 percent or less rather than the more

lenient 5 percent cutoff used for wliite applicants. The
result is that 25 percent of minority applicants are
rejected, compared to 10 percent of white applicants,
and the average default rate is 1.8 percent--lower than
the white average. Thus, in this case, the average
default rate does reveal the existence of discrhr-dnation.

In columns (7) and (8), however, the distributions
of default probabilities are not the same for minority
and white applicants. There are fewer mh~ority appli-
cants with very low default probabilities, more in the
2 to 4 percent range. Minority applicants are still
subjected to a tougher standard than white applicants,
with minority applicants whose default probabilities
are 4 to 5 percent being rejected while similarly risky
white applicants are approved. Now, however, even
though discrimination is occurrh~g, the average de-
fault minority rate is 2.4 percent, higher than the white
rate. Thus, in this case, a comparison of average
default rates would lead to the false conclusion that
no discrimination is taking place.

The distributions of characteristics thought to
indicate default probabilities are not the same for the
mh~ority and white applicants examined in the Boston
Fed’s sh_~dy. As shown h~ Tootell (1993), the situation
is more like that shown in columns (7) and (8), with
minority applicants tending to be concentrated in the
lower ranges of the acceptable creditworthiness spec-
trum (higher default probabilities). This is also the
message of Table 2, which presents key economic
characteristics for the approved minority and white
applicants in the Boston Fed’s data set. Even though
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Table 2
Key Characteristics of Approved Mortgage
Applicants in Boston Fed Study

Variable White Hispanic
Ability to Support Loan

Housing Expense/Income (percent)a 26.0 26.0
Total Debt Payments/Income (percent)a 33.0 34.0
Net Wealth ($)~ 93,000 39,000
Monthly Income ($)a 4,666 3,333
Liquid Assets ($)a 38,000 19,000

Risk of Default
Percent with Poor Credit Historya 14.6 23.4
Probability of Unemployment 3.2 3.2
Percent Self-Employment 12.0 7.5

Potential Default Loss
Loan/Appraised Value (percent)a 77.3 85.0
Rent/Value in Tract (percent) 4.6 7.3
Percent Applied for Private Mortgage

Insurance 21.6 42.2
Percent Denied Private Mortgage

Insurancec .7 1.3

Loan Characteristics
Percent Purchasing Two- to Four-

Family Homes 7.7 24.8
Percent Fixed-Rate Loans 68.6 60.6
Percent 30-Year Loans 85.9 91.1
Percent in Special Loan Programs 12.6 40.6

Personal Characteristics
Agea 34.0 36.0
Percent Married 63.0 53.7
Percent with Dependents 37.6 52.6

aMedian value.
UPoor credit defined as having more than two late mortgage payments or
delinquent consumer credit histories (more than 60 days past due) or
bankruptcies or other public record defaults.
CBase is those applying for private mortgage insurance.
Source: MBMT (1992), Table 4.

minority applicants experienced discrimination and
were denied more frequently than white applicants
with the same characteristics, a larger fraction of white
applicants with strong economic characteristics meant
that the median values for most attributes were less
favorable for the pool of accepted minority applicants
than for the pool of accepted whites.6

6 Some researchers are attempting to address the problem of
differing applicant characteristics by comparing white and minority
default experience, holding constant obligation ratios and other
expected indicators of default experience. Thus, they face the same
challenge as the Boston study--trying to include all the factors that
could affect default probabilities. And even the most thoughtful of
these studies have been handicapped by the absence of such key
variables as creditworthiness (BCGH 1994b).

In summary, while comparing average default
rates seems simple and has intuitive appeal, it cam~ot
disprove the existence of discrimination unless the
populations being considered have the same distribu-
tions of economic characteristics. Discrimination oc-
curs when minority applicants are turned down more
frequently than white applicants with the same char-
acteristics and likelihood of default. Average default
rates mix together many applicants with very different
characteristics, and thus reveal very little about how
individual minority and white applicants with the
same characteristics are treated.

Omitted Variables

The possibility of omitted variables is a problem
in almost all regression analyses, and the Boston Fed
study is no exception. Closely related to this issue are
questions of specification and goodness of fit, which
are addressed in the following sections.

If an important explanatory variable is excluded
from a regression, the researcher risks drawing a false
conclusion because the influence of the omitted vari-
able may be wrongly attributed to some other variable
that was included in the regression. In studies of
discrimination, the concern is that the omission of a
variable that is correlated with race, for example,
income, could lead to a finding that discrimination is
taking place, when income is really responsible for the
outcome. At the same time, because discrimination is
such an important and controversial issue, a finding
that race affects the outcome tends to set in motion a
search for alternative explanations, or "missing vari-
ables"; and a danger exists that variables that reduce
the influence of race will be treated as the "true"
explanation, without sufficient regard to their theoret-
ical justification.

In a sense, the Boston study was motivated by a
search for omitted variables. As already noted, when
the HMDA data showing applicants’ race were first
released, the racial disparities in denial rates were
seen by lnany as evidence of discrimination, particu-
larly as the one economic variable collected, income,
did not account for these patterns. The lending indus-
try’s response was that the disparities could be ex-
plained by missing variables, most particularly loan-
to-value and obligation ratios and applicants’ credit
histories.

Thus, the Boston Fed set out to determine
whether these omitted variables really were the an-
swer. Could including them explain the correlation
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between race and loan denial? At the outset, this was
expected to be a fairly simple task, as the same few
variables were always cited in media accounts of the
industry’s position. After talks with lending industry
representatives, regulators, and academics, however,
the list of variables was lengthened considerably.
Every effort was made to collect everything of rele-
vance, precisely to avoid charges of omitting key
variables.

In a sense, the Boston study was
motivated by a search for omitted
variables, and it made every effort
to collect everything of relevance.

Because the list was so comprehensive, critics
have not come forth with many suggested additions.
Assertions about o~rfitted variables have been fairly
numerous, but the same ideas tend to be repeated. In
a number of cases, the so-called missing variables are
not missing at all, but appear in the alternative regres-
sion specifications presented in the study’s appendix;
in other cases, they are well proxied by other explan-
atory variables that were included in the study. For
example, the study has been faulted for not taking
account of the presence of co-signers and local eco-
nomic conditions (Zandi 1993). In fact, a co-signer
variable appears in one of the equations in the appen-
dix and economic conditions are represented by in-
dustry unemployment rates in Massachusetts, hous-
ing values (in the loan-to-value ratio), housing
appreciation rates, neighborhood foreclosure rates,
and various applicant financial characteristics.

Probably the two most frequently repeated
charges of omitted variables involve funds available
for closing and the dollar amount of gifts received,
both of which were first mentioned by Horne (1994a).
In fact, the study collected information on the appli-
cants’ liquid assets, the variable that lenders told us
was most relevant as an indicator of funds available
for closing, as well as information on total assets and
liabilities. The survey also asked "Does a gift or grant
account for any part of the down payment?"

Regressions including the answer to the gift or
grant question, as well as the applicant’s net wealth
(assets minus liabilities) and liquid assets appear in
the study. Liquid assets is not statistically signifi-

cant; nor is net wealth. If liquid assets has no effect,
it is hard to see why funds available for closing, a
slightly different rendition of the same concept,
would change the results materially. The presence
of a gift or grant was found to reduce the likelihood
of denial, bttt it was not significant at the 5 percent
level. The influence of race is not affected by its
inclusion.7

That liquid assets and net wealth did not have a
significant effect on the probability of getting a mort-
gage has caused some to question the plausibility of
the study’s results. The Boston Fed researchers were
also surprised; but as pointed out in the study, loan
originators had already told us not to bother with
asset information as they paid it little attention. The
problem is verification. The value of many assets is
difficult to determine. A clear case in point is the value
of equity in the applicant’s existing home, which has
also been suggested as a potentially important omitted
variable (Home 1994a). Ideally, an estimate of home
equity should be reflected in the answer to the ques-
tion on total assets; but until the house is actually sold,
the precise value of the owner’s equity is unknown.
The value of a self-employed applicant’s business can
also be difficult to pin down.

Two other variables warrant discussion--the
presence of unverifiable i~fformation, and whether the
applicant’s credit history met the institution’s loan
policy guidelines for approval. Questions about both
were asked as part of the Boston Fed study, but they
do not appear in any of the Boston Fed’s regressions.
The information was made available to regulators and
researchers, however; and some analysts have in-
cluded the responses in their regressions (Day and
Liebowitz 1993; Horne 1994b; and Schill and Wachter
1994). The answers to both questions are correlated
with minority stattts. As can be seen in Table 3, taking
account of the presence of unverifiable information
does not have much effect on the race coefficient.
Including the credit history/loan policy guidelines
variable reduces the size of the coefficient on race by
about one standard deviation, but it remains signifi-
cant beyond the 1 percent level.

7 As Engelhardt and Mayer (1994) showed in subsequent work
with this data set, the probability of receiving a gift or a grant is not
correlated with the applicant’s race. It should also be noted that the
primary effect of a gift is to enable the applicant to make a larger
down payment; thus, the influence of gifts is captured in the
loan-to-value and obligation ratios, which do appear in the Boston
Fed regressions and are statistically significant. Apart from the effect
on the down payment, the effect of a grant or gift is somewhat
ambiguous, according to some of the loan originators consulted.
They would prefer to see borrowers accumulate funds on their own.
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Table 3
Original Regression~ Results, and Results Adding
Certain Additional Variables

- Denial Denial
Regression Equation

with with
Base Unverifiable Credit History

Variable Equation Information Guidelines

Constant -7.70 7.88 -6.40
{-15.25) (-14.64) (-11.73)

Housing Expense/Income .48 .49 ,37
(3.12) (2.93) (2.06)

Total Debt .05 .05 .04
Payments/Income         (6,62)      (5.79)      (5,33)

Net Wealth                  .0001      .0001      .00002
(1.28) (1.58) (.22)

Consumer Credit History .32 .31 .008
(9.26) (8.45) (. 16)

Mortgage Credit History .32 .28 .10
(2.69) (2.13) (. 69)

Public Record History 1.15 1.28 .23
(6.43) (6.77) {.98)

Industry Unemployment .08 .08 ,07
Rate (2.85) (2.67) (2.15)

Self-Employed .52 .50 .58
(2.74) (2.51) (2.71)

Loan/Value 2.01 2.06 1.63
(4.53) (4.39) (3.28)

Denied Private Mortgage 4.54 4.54 4.53
Insurance (9.17) (9.00) (9.00)

Rent/Value in Tract .68 .62 .65
(3.51) (3.06) (3.12)

Two- to Four-Family Home .48 .51 .71
(2,89) (2,83) (3.74)

Unverifiable Information 3.03
(13.10)

Credit History Guidelines 3.50
(15.55)

Race ,62 .57 .47
{4.37) (3.76) (2.85)

Log of Likelihood         -838.84 -746.19 -683.04
Number of Observations 2925 2925 2922

Figures in parenlheses are t-statistics.
~The base equation in Table 3 is dilferent from that found in the most recent version of the
Boston Fed study, forlhcoming in The American Economic Review. This specification is used
here to ensure comparabilib/with the critics’ work.

loan policy guidelines, where the re-
spondent is being asked to make an
evaluation after the fact, knowing
whether the application was ap-

Dependent proved or denied. Although the ques-

Variable: tion refers specifically to credit his-
Credit tory, respondents appear to have
History interpreted it to mean "did the sum

Guidelines total of applicant characteristics meet
-9.37 the institution’s guideliues for ap-

(-14.64) proval?" Thus, unsnccessful appli-
.64 cants with virtually no credit prob-

(3.34} lems, according to the objective
.02 measures of credit history, are re-

(3.55) corded as failing to meet credit his-
.0001

(1.36) tory guidelines.
That the answers to this qnestion.69

(15.63) are, in large part, proxies for the lend-
.61 h~g decision is apparent from the

(4.02) fourth column of Table 3, which pre-
1.86 sents a regression h~ which the failure
(9.36) of credit history to meet loan policy

.07 guidelines replaces loan outcome as
(1.81) the dependent variable. As can be

.24 seen, the lender’s evaluation of credit
(.93) history is a function of variables hav-
2.23
(4.01) ing nothing to do with credit history

--loan-to-value and obligation ra-2.24
(6.65) tios--and is very strongly correlated

.54 with race.
(1.92) Why were these questions asked,
-.12 if the responses are so problematic?

(-.54) Both questions date from the early
planning of the study and were sug-
gested by people with an examination
perspective. In particular, the phrase-

.78 ology of the question on loan policy

(4.51) guidelh~es was taken directly from

-537.02 examiners, who can look at loan files
2922 themselves to confirm that applicants’

credit histories are indeed consistent
with the institntion’s policy guide-
lines. Its implications for the current
purpose, where the researchers wotdd
not have direct access to loan files,
were not recognized.

A final possibility, which seems to underlie much
of the skepticism about the Boston Fed’s results and
which some observers may think is snpported by the
work of Stengel and Glennon (1995), is that the race
effect is attributable, not to one or two missing vari-
ables, but to many idiosyncratic or near-idiosyncratic

These variables differ from allthe other variables
collected in that the answers are not based on objective
criteria. They cannot be found in any of the boxes on
the standard loan application form. They involve
judgment by the individual completing the survey.
This is particularly a problem with the question on
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factors. In other words, every borrower is unique;
something always exists to distinguish one borrower
from another. This view amounts to a rejection of
statistical tests of discrimination. Although idiosyn-
cratic factors may appear important to individual
applications, quantifying tlieir importance is impossi-
ble since, by definition, each factor affects so few
applications. Thus, including idiosyncratic factors in
auy regression analysis would be equivalent to having
dummy variables for individual observations. More-
over, even if idiosyncratic factors are important, no
explanation has yet been offered for why the idiosyn-
cratic features of minority applicants would be less
favorable than those of white applicants with similar
economic characteristics, purchasing similar properties.

Misspecification
Regressions are said to be misspecified not only

when variables are missing, but also when variables
are included in a manner that does not accurately
reflect their influence on the dependent variable. In
the case of the lending decision, for example, the
obligation ratio may be influential only at values
above a certain threshold. If the researcher forces the
variable to have the same coefficient at all values, the
role of the variable will be misstated.

Alternative specifications of the
Boston Fed model almost

invariably confirm that race affects
the probability of mortgage denial.

Considerable effort has gone to trying to rework
and recombine the Boston study variables, but a
careful reading of the relevant studies indicates that
these efforts to improve the specification do not
change the results appreciably. As noted in the dis-
cussion of missing variables, in addition to tlie base
equation presented in the main text, the study in-
cludes a lengthy appendix with a number of alterna-
tive specifications. These alternatives ans~ver most of
the specification questions that have been asked. For
example, some researchers have critiqued the weight-
ing given the credit variables in the base equation,
arguing that such a weighting was subjective and

restrictive (Horne 1994a). To simplify exposition, the
authors did assign a ranking to the seriousness of
credit transgressions and collapse the answers to nine
questions pertaining to consumer credit and mortgage
credit history into two variables. But an alternative
treatment of credit l~istory that hnposes no such restric-
tions appears ha the appendix. The weights esthnated by
tliis equation are consistent witli the ranking in the
base equation. And the coefficients for other variables,
including race, are virtually unchanged.

In a similar vein, the Boston study has been
faulted for including applicants who were denied
private mortgage insurance in its base equation. The
argument is that those denied private mortgage insur-
ance were not rejected by the lenders, but by the
mortgage insurers and, therefore, it is unfair to lenders
to include these applicants in the analysis (Horne
1994a and 1994b). This issue receives extensive discus-
sion in the Boston Fed’s study. Indeed, it could be said
that the Boston study highlighted the important role
played by lnortgage insurance and drew attention to
the question of its treatment. As shown in the appen-
dix to the study, however, excluding from the analysis
those denied private mortgage insurance does not
alter the effect of race on the probability of being
turned down for a mortgage.

Endogeneity
A very different specification criticism has been

made by Yezer, Phillips, and Trost (1994) (YPT). They
argue that the loan application process is actually a
negotiation, with some of the explanatory variables
modified in response to the probability of denial. For
example, upon learning that they were going to be
rejected, applicants might respond by increasing their
down payments, thereby lowering their loan-to-value
ratios. In YPT’s view, the mortgage decision and the
setting of loan terms occur simultaneously, and failing
to treat this process as a simultaneous system imparts
a downward bias to tlie estimate of the loan-to-value
coefficient and could bias upwards tlie race coefficient
if the loan-to-value ratio depends upon minority status.

How serious an issue is this? YPT try to demon-
strate that the potential bias could be quite large using
a pseudo data set (their terminology) based on the
Boston Fed’s data. Despite the link to the Boston Fed’s
data, this is a theoretical exercise; the pseudo data are
constructed using only a few of the many explanatory
variables used in the Boston Fed’s analysis.

YPT do not present any evidence on the preva-
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lence or extent of negotiation and there is reason to
doubt that it is widespread. Negotiation requires that
borrowers have the flexibility to respond to the infor-
mation that they face a high probability of denial. But
many borrowers, white and minority, will be con-
strained from negotiating by their financial circum-
stances. In the case of the loan-to-value ratio, many
prospective homebuyers will be unable to increase
their down payments because they were already plan-
ning to buy as much house and make as large a down
payment as their savings could support. Data from tlie
Survey of Income and Program Participation (SIPP)
indicate that home-owners who have recently pur-
chased possess very little in the way of liquid assets
and, therefore, presumably did not have an excess that
could have been used to bolster their down payment.
Specifically, nationwide, among home-owners who
owned their homes for less than two years, the median
liquid assets in 1990 were only $1036.8

A more fundamental objection to the YPT argu-
ment is that negotiation need not imply simultaneity;
indeed, true simultaneity that would bias the race
coefficient is difficult to envision. No simultaneity
problem exists if borrowers anticipate in advance that
a weak credit history or other problem reduces their
chance of getting a loan and compensate by increasing
their down payment. Nor does it present a problem if
the lender provides counseling to that effect, as long as
the loan-to-value ratio is determined before the final
decision is made. The lending process in such a case is
sequential and the system of equations is considered
block recursive. For any bias to result, the loan deci-
sion and the loan-to-value ratio must be determined at
the same time--simultaneously. This means that the
applicant must know the approval or denial outcome
as the loan-to-value ratio is being determined; or in
econometric terms, the error term in the mortgage
denial equation must be realized and must affect the
loan-to-value ratio.

The standard econometric approach to dealing
with simultaneity issues is instrumental variables.9
This technique involves replacing the variable be-
lieved to be simultaneously determined, here the
loan-to-value ratio, with the estimated values from a
regression on variables that are not simultaneously

s Calculated using the U.S. Bureau of the Census, Survey of
Income and Program Participation (SIPP) 1990 Panel, Wave 4 Core
Microdata File (1991).

9 Rachlis and Yezer (1993) reject the instrumental variables
approach to correcting for simultaneity on the grounds that not just
loan-to-value but ahnost all the terms in the denial equation that are
related to the mortgage contract are potentially endogenous.

September/October 1995

determined but are still correlated with loan-to-value.
Possible candidates for instruments in this case in-
clude income and potential experience (age less years
of schooling).~° As can be seen from Table 4, replacing
the loan-to-valne ratio with the fitted values of an
equation on these variables and all the variables in the
base denial equation except loan-to-value leaves the
statistical significance of race unaffected.

Table 5 presents another test of whether silnulta-
neity between the denial decision and the loan-to-
value ratio is responsible for the finding that race
affects the mortgage outcome. If the race coefficient is
actually picking up the effect of the loan-to-value ratio,
increasing or decreasing the influence of tlie loan-to-
value ratio should alter the race coefficient substan-
tially. Table 5 tests the sensitivity of the race coefficient
to bias in esthnating the loan-to-value coefficient by
constraining the loan-to-value coefficient to be approx-
imately two standard deviations above and below the
estimate in the base equation. As can be seen, these
drastic changes have little effect on the size or signif-
icance of the coefficient on race, suggesting that any
bias in the coefficient for the loan-to-value ratio has
little effect on the race coefficient.

In sum, while one cannot dismiss the possibility
of some feedback from lender to loan applicant, a truly
simttltaneous determination of loan terms and mort-
gage denial seems doubtful on both conceptual and
econometric grounds. One irony is that while YPT
believe tliat negotiation precludes a finding of racial
discrimination, others have hypothesized that negoti-
ation itself is an important source of discrimination,
with lenders offering white applicants more opportu-
nity and guidance to improve their applications. Such
coaching is popularly referred to as the "thicker file"
phenomenon, with coached white applicants having
thicker files than their black and Hispanic counter-
parts because of explanatory letters and revised appli-
cations. Contrary to some impressions, the Boston Fed
study shed no light on the existence of coaching.

~0 The choice of instruments is somewhat limited. The instru-
ments should not be in the denial equation, but most of the variables
in the Boston Fed’s data set were collected because they were
thought to affect denials. Potential experience, or age less years of
schooling, was not mentioned by loan officers as a factor considered
in approving mortgages, but might have some bearing on the
loan-to-value ratio as more experienced applicants would have had
more time to save up their down payments. Income was collected
primarily as a fallback in case obligation ratios from the lenders’
~vorksheets were not available. As noted in the section on omitted
variables, the Boston Fed’s study was undertaken largely because
income did not explain the racial disparities in mortgage denials.
Moreover, lenders said it should not--that their real concern was
obligation ratios.
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Table 4
Applying Instrumental Variables to the
Loan/Value Ratio with Income and
Potential Experience as Instruments

Instrumenting
Base for

Variable Equation Loan/Value

Constant -7.70 -5.47
(- 15.25) (-4.38)

Housing Expense/Income .48 .47
(3.12) (3.02)

Total Debt .05 .05
Payments/I ncome (6.62) (6.71 )

Net Wealth .0001 .00005
(1.28) (.63)

Consumer Credit History .32 .33
(9.26) (9.43)

Mortgage Credit History .32 .44
(2.69) (3.09)

Public Record History 1.15 1.22
(6.43) (6.50)

Industry Unemployment .08 .08
Rate (2.85) (2.83)

Self-Employed .52 .46
(2.74) (2.41)

Loan/Value 2.01 - 1.51
{4.53) {-.77)

Denied Private Mortgage 4.54 4.88
Insurance (9.17) (9.16)

Rent/value in Tract .68 .68
(3.51) (3.47)

Two- to Four-Family Home .48 .57
(2.89) (3.09)

Race .62 .82
(4.37) (4.46)

Log of Likelihood -838.84 -839.22
Number of Observations 2925 2893

Table 5
Testing for Simultaneity by Altering
Loan/Value Coefficient

Low High
Loan-to-Value Loan-to-Value

Variable Coefficient Coefficient
Constant - 6.86 - 8.19

(- 18.36) (-21.46)
Housing Expense/Income .47 .48

(3.06) (3.09)
Total Debt Payments/Income .05 .05

(6.67)       (6.46)

Net Wealth .00009 .0001
(1.46) (1.68)

Consumer Credit History .31 .31
(9.21) (9.24)

Mortgage Credit History .33 .29
(2.83) (2.44)

Public Record History 1.17 1.14
(6.58) (6.40)

Industry Unemployment Rate .08 .08
(2.88) (2.92)

Self-Employed .47 .51
(2.51 ) (2.68)

Loan/value 1.002 2.80b

Denied Private Mortgage
Insurance

Two- to Four-Family Home

Race

4.57 4.47
(9.32) (9.00)

.54 .49
(3.31) (2.93)

.70 .62
(5.06) (4.40)

Log of Likelihood -846.48
Number of Observations 2925

~Constrained to be 1.00 (about two standard
estimate).
bConstrained to be 2.80 (about two standard
estimate}.

-845.58
2925

deviations below base

deviations above base

Goodness of Fit

Some of those who assert that the Boston Fed
study is misspecified have tried to support their
claims by arguing that the model does not explain the
data very well. In particular, Home (1994a) has argued
that simply assuming that every applicant is approved
would result in a correct prediction for 85 percent of
the outcomes, since 85 percent of applications were

approved. Of course, the 15 percent of the applications
that one is most interested in explaining--the deni-
als-would be 100 percent wrong.

For equations that estimate probabilities, no sim-
ple goodness of fit measures exist that are comparable
to the familiar R-~ associated with ordinary least
squares regressions. The reason is that the actual
outcome is discrete, in this case, whether the applica-
tion was denied or not, while the estimated outcome is
a probability of denial. In other words, the equation
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Table 6
Goodness of Fit--Probability and Actual
Frequencies of Denials
Probability Predicted Denial Actual Denial
Range Frequency Frequency

0%-10% 4.5 4.4
10%-20% 13.8 12.2
20%-30% 24.4 24.5
30%-40% 34.5 37.6
40%-50% 45.2 56.1
50%-60% 55.2 62.2
60%-70% 63.9 64.7
70%-80% 73.6 77.8
80%-90% 85.5 80.0
90%-100% 96.8 92.8

does not predict whether a particular applicant will be
approved or denied, but the fraction of applicants
with those characteristics that will be denied. This is a
critical but difficult distinction, as many people in-
stinctively view an estimated probability of denial of
less than 50 percent as a prediction that the application
will be approved. Thus, Horne (1994a) faults the
Boston Fed model "because two-thirds of the applica-
tions that were [actually] denied were predicted to be
approved on the basis of a 50 percent probability
threshold."

An estimated probability of denial of less than 50
percent is not a prediction of approval.11 Rather, it is a
prediction of an approval (or denial) rate. Thus, a
probability of denial of, say, 20 percent is a prediction
that four out of five applicants with certain character-
istics will be approved--not that any individual ap-
plication will be approved and certainly not that all
will be approved.

Table 6 breaks the applications down according to
the model’s estimated probabilities of rejection. It then
compares the actua! incidence of rejection with that
predicted according to the model, taking a 10 percent
probability of denial to mean that one of 10 is denied
and a 50 percent probability of denial to mean that one
out of two is denied. As can be seen, the predicted
denial rates fit the data well.

11 It should be acknowledged that the logit regressions pro-
duce, as a routine matter, an estimate of "percent correct predic-
tions," which is based on a 50 percent threshold, and the Boston
study did present this measure in its regression tables. The Boston
Fed did not refer to this statistic in evaluating the performance of
the model, however. We pointed out the difficulty of assessing fit
and compared actual with estimated denial rates according to
obligation ratio.

Part of the same issue is the claim, again associ-
ated most closely with Horne, that the model gives
insufficient weight to what he considers to be serious
application weaknesses. The model cannot be very
good, he argues, because liquid assets was not signif-
icant in the regressions and because credit history and
obligation ratios, while important and significant,
were not so important that individuals with very poor
credit histories were automatically disqualified from
getting mortgages.

There are two problems with this reasoning. One
is the critics’ insistence on characterizing estimated
probabilities of denial of less than 50 percent as
predictions of approval. In their minds, the model
does not say an application is weak unless the proba-
bility of denial is greater than 50 percent. The second
problem is that their claims are contradicted by the
data. Bankruptcies and public records of credit prob-
lems are not automatic deal-breakers, nor are very
high loan-to-value ratios. This is confirmed by exam-
iners’ reviews of some of the loan files used in the
Boston Fed study. Even though these examiners some-
tinges felt that the model was not placing enough
weight on certain variables, they were often able to
find approved applications with what seemed like
deal-breaker problems.~R The regression estimates re-
flect the fact that exceptions are made.

Data Errors

The study has been criticized for "data errors",
with the implication that these errors account for the
influence of race. It is important to recognize that
transcription or other random errors in the explana-
tory variables would not normally impart a bias to the
race coefficient. The most likely consequence would be
large standard errors and reduced statistical signifi-
cance. A very thorough and objective review of the
Boston Fed’s data by Carr and Megbolugbe (1994)
concluded that, despite some suspected errors, the
Boston Fed’s results held up.

Most of the charges of errors stem from Liebowitz
(1993) and Horne (1994a and 1994b), both of whom
misuse the term "data error." Both apply it to obser-
vations that clearly are not data errors. Horne uses the
term data error to describe the action taken on rejected
counteroffers. These are classified as denials according
to regulation and appear as such in the lenders’

12 Source: Private communication between representatives of

one of the federal supervisory agencies and Boston Fed researchers.
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HMDA submissions and the Boston study. According
to Horne, however, such rejected counteroffers should
really be viewed as approvals. (Horne (1994b) had not
been published at the time of writing but has been
widely circulated and quoted in the press.)

Horne also characterizes as data errors the action
taken on applications that were turned down because
the applicant was rejected for private mortgage insur-
ance or did not meet the qualifications for a special
program. The influence of private mortgage insurance
and special programs should be taken into account, as
indeed they were in the Boston Fed’s study; but there
is no getting around the fact that these applications
were denied. The applicants did not get the loan. Yet
Horne would have these loans treated as approvals.
He characterizes the present treatment as a data error
and even goes so far as to re-code these outcomes as
approvals in some of his regressions (Horne 1994b).

Liebovvitz labels any application with a loan-to-
value ratio exceeding 80 percent and no application
for mortgage insurance a data error. Because Fannie
Mae generally requires mortgage insurance on high
loan-to-value loans, the existence of such applications,
he argues, is proof of error. But while the secondary
market usually requires lnortgage insurance on such
loans, exceptions can be made. More importantly,
many of these applications were denied and others
were kept in the lenders’ portfolio and, thus, not
subject to secondary market guidelines.

Liebovvitz also characterizes as data errors any
observation that looks unusual. Thus, he cites as
obvious examples of errors applicants who were ap-
proved for loans despite having negative net worth.
This is an effective rhetorical technique since, at first
glance it does seem odd that someone with negative
net worth would be approved for a loan. On reflection,
however, one can posit many reasons for why a
negative net worth would not preclude receiving a
loan, particularly as the net worth figures do not
include the value of human capital.

Boston Fed researchers were concerned about
extreme values distorting our results and ran many
regressions with and without unusual observations.
The findings hold up. Table 7 is an example of the type
of test that was performed. Carr and Megbolugbe
(1994) and Glennon and Stengel (1994) have essen-
tially replicated the Boston Fed’s results, making ad-
justments for what they considered to be extreme
values.

The question remains: should extreme values be
treated as errors? We think not. So while we tested the
sensitivity of our results to these observations, we

Table 7
Effect of Removing Outliers

Base
Equation

Constant -7.70
(- 15.25)

Excluding
Outliers~

Housing Expense/Income .48 .38
(3.12) (2.33)

Total Debt Payments/Income .05 .06
(6.62) (6.94)

Net Wealth .0001 .0001
(1.28)       (1.22)

Consumer Credit History .32 .32
(9.26) (8.97)

Mortgage Credit History .32 .30
(2.69) (2.33)

Public Record History 1.15 1.27
(6.43) (6.88)

Industry Unemployment Rate .08 .08
(2.85) (2.82)

Self-Employed .52 .64
(2.74) (3.27)

Loan/Value 2.01 2.30
(4.53) (4.60)

Denied Private Mortgage
Insurance 4.54 4.75

(9.17) (8.59)
Rent/Value in Tract .68 .70

(3.51) (3.39)
Two- to Four-Family Home .48 .47

(2.89) (2.64)
Race .62 .62

(4.37) (4.14)

Log of Likelihood -838.84 -766.27
Number of Observations 2925 2741
aLoan-to-value ratio is between 10% and 150%. Total obligation ratio is
between 10% and 80%. Net wealth is positive.

chose to leave them in the data set. As noted previ-
ously, lenders were called to verify unusual values. In
addition, lenders had an incentive to be accurate, since
they were informed that their supervisory agencies
would have access to their responses.

Many of the extreme observations pertain to
assets and liabilities, which appear as net worth in the
data set made available to the research community. As
noted in the Boston Fed’s study and earlier in this
article, the loan officers consulted prior to the study
recommended against collecting these data. The value
of assets, in particular, was said to be hard to verify
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Table 8
Results of Home’s Alterations to the Data

Full Sample FDIC Sample

Boston Fed Home’s Boston Fed Home’s
Data Data Data Data

Constant -7.50 -7.83 -7.76 -8.13
(-15.25) (-15.40) (-10.64) (-10.74)

Housing Expense/Income .48 .43 .52 .39
(3.12) (2.77) (2.21) (1.61)

Total Debt .05 .05 .04 .05
Payments/Income (6.62) (6.93) (4.51) (4.99)

Net Wealth .0001 .00002 .0001 .00002
(1.28) (.47) (1.47) (.58)

Consumer Credit History .32 .31 .32 .30
(9.26) (8.93) (5.94) (5.28)

Mortgage Credit History .32 .32 .56 .57
(2.69) (2.60) (3.15) (3.04)

Public Record History 1.15 1.24 1.23 1.47
(6.43) (6.97) (4.08) (4.91)

Industry Unemployment .08 .08 .06 .05
Rate (2.85) (2.80) (1.25) (1.16)

Self-Employed .52 .55 .19 .24
(2.74) (2.89) (.66) (.80)

Loan/Value 2.01 2.07 1.77 1.98
(4.53) (4.59) (2.62) (2.80)

Denied Private Mortgage 4.54 4.59 4.57 4.67
Insurance (9.17) (9.29) (6.97) (7.17)

Rent/Value in Tract .68 .72 -. 13 .21
(3.51) (3.75) (-.18) (.37)

Two- to Four-Family Home .48 .53 .59 .66
(2.90) (3.13) (2.26) (2.50)

Race .62 .55 1.06 .91
(4.37) (3.78) (4.96) (4.08)

Log of Ukelihood -838.84 -817.51 -357.19 -336.77
Number of Observations 2925 2925 1379 1379

Some obligation ratios (housing
expense to income) look suspiciously
low; but these typically are associated
with two- to four-unit properties and
reflect the lenders’ treatment of rental
income. Statistical tests do not justify
splitting the sample according to type
of property purchased; but omitting
two- to four-unit properties from the
sample and, thus, eliminating these
lo~v obligation ratios does not affect
the results, as will be shown in the
next section.

The third concentration of ex-
treme values occurs in the lenders’
original HMDA submissions. This
informafion was reproduced for the
lenders and they ~vere instructed to
check it for accuracy. But the HMDA
variables which provoked the most
criticism, income and whether the
mortgage was sold, were not used
in the analysis of mortgage lending
by either the Boston Fed or its critics.
A few observations appear to have
loan amounts that were too high
and thus some loan-to-value ratios
may be in error. As noted already,
however, the sensitivity of our results
to extreme values was tested exten-
sively.~4

Interestingly, most of Horne’s
claims of data errors have not in-
volved the unusual observations
noted by Liebowitz. Horne’s criti-
cisms have been given particular cre-
dence because he had access to the
notes of FDIC examiners who fol-
lowed up the Boston Fed’s study by

and, consequently, the loan officers did not pay atten-
tion to assets. One claimed never to look at the back
page of the application. Their thinking was borne out
by our regression analysis, which found that the
wealth variables had no effect on the decision to deny
an application.~3

~3 This suggests several explanations for the extreme values of
some of the assets and liabilities figures. One possibility is that the
numbers accurately represent both what is recorded on the appli-
cation form and the applicant’s circumstances, but that loan officers
disregard this information--perhaps because they, like the research-
ers, distrust extreme values. A second possibility is that the extreme
values accurately reflect the application form but not the applicant’s

trne circumstances because the loan officer, who planned to ignore
these data, did not bother to ensure accuracy. Even if one could
determine the applicant’s true circumstances from the loan files,
however, second-guessing the lender by claiming that this was the
information considered rather than the information on the final loan
application seems presumptuous.

~4 Discrepancies between the applicants’ incomes reported on
tlie HMDA submissions and in the Boston Fed data set do not
represent data errors, contrary to assertions by Liebowitz (1993).
The wording of the HMDA question pertah~ing to income is
somewhat ambiguous and could be interpreted in different ways.
This ambiguity was one of tlie reasons why the Boston Fed research
team decided to collect montlily income figures and, more gener-
ally, to use the standard loan application form as the primary
template upon which to base its survey.
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looking at some of the loan files.15 According to
Horne, these notes cited numerous instances of data
errors. When we obtained his corrected data set,
however, his corrections were generally small or per-
tained to variables that were not important to the
Boston Fed’s results. They involved differences of a
few dollars in income or assets or errors in gender.
Table 8 shows the effect of Horne’s changes on the
results for the entire sample and for the FDIC institu-
tions-only sample used in Horne’s o;vn regressions
(1994b). The race coefficient remains large and statis-
tically significant.

In summary, critics have been liberal with the
term data errors, using it to describe what are clearly
not errors.

Sample Size

The Boston Fed study’s findings are very robust.
Not only do the results hold up for all the alternative
specifications presented in the study itself, but these
findings have also been verified by others. Indeed, a
careful look at our critics’ own analyses shows that
reasonable specifications and samples confirm the
finding that race affects the mortgage decision. (For
critics, see Day and Liebowitz 1993 and Horne 1994b.
Among others, see Carr and Megbolugbe 1994.) Only
the inclusion of the credit history guidelines response,
which amounts to putting the dependent variable on
the right-hand side, or removing minority observa-
tions from the sample, seriously undermine this con-
clusion. If the sample contains very few minority
applications, finding a racial effect will be difficult.

The removal of minority observations from the
sample will not be obvious to the casual observer
because the total number of observations in the sam-
ple is large. But out of a total sample of roughly 3,000,
only 700 were black and Hispanic applications, of
which 200 were rejections. Thus, sample sizes that are
large enough to assess the effect of, say, loan-to-value
ratios may not be large enough to detect the influence
of race, particularly if the paring down of the sample
has occurred in such a way as to remove minority
applications disproportionately.

Two arguments have been advanced for reducing
the sample. The first is that lenders might view

~ FDIC examiners pulled a sample of the files for applications
to FDIC-regulated institntions that were denied but for which the
Boston Fed’s primary regression estimated a probability of denial of
less than 50 percent. There were approximately 100 such applica-
tions.

Table 9
Distinguishing Between Black and
Hispanic Applicants

Base Splitting Black and
Variable Equation Hispanic Applicants
Constant -7.70 -7.70

(-15.25) (-15.23)
Housing Expense/Income .48 .48

(3.12) (3.13)
Total Debt .05 .05

Payments/Income          (6.62)         (6.60)

Net Wealth                  .0001        .0001
(1.28) (1~28)

Consumer Credit History .32 .32
(9.26) (9.21)

Mortgage Credit History .32 .32
(2.69) (2.69)

Public Record History 1.15 1.15
(6.43) (6.43)

Industry Unemployment .08 .08
Rate (2.85) (2.86)

Self-Employed .52 .51
(2.74) (2.73)

Loan/Value 2.00 2.00
(4.53) (4.52)

Denied Private Mortgage 4.54 4.54
Insurance (9,17) (9.16)

Rent/Value in Tract .68 .68
(3.51) (3.51)

Two- to Four-Family Home .48 .48
(2.89) (2.90)

Race .62
(4.37)

Black .63
(4.02)

.58
(2.71)

Hispanic

Log of Likelihood -838.84 838.81
Number of Observations 2925 2925

different categories of applicants differently. Purchas-
ers of single-family homes might be treated differently
from those buying condominiums, in which case split-
ting the sample could be justified (Liebowitz 1993 and
Day and Liebowitz 1993). It is also possible that black
applicants are treated differently from Hispanic, in
which case the two groups should not have been
lumped together as "minorities" in the Boston Fed
study.
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Table 10
Distinguishing A~nong Types of Property

Base Single-
Variable Regression Family

Constant -7.70 -7.57
(-15.25) (-11.15)

Housing Expense/Income .48 .54
(3.12) (2.60)

Total Debt Payments/Income .05 .04
(6.62)      (4,03)

Net Wealth .0001 .0001
(1.28) (0.91)

Consumer Credit History ..32 .32
(9.26) (6.78)

Mortgage Credit History .32 .27
(2.69) (1.75)

Public Record History 1.15 1.10
(6.43) (4.53)

Industry Unemployment Rate .08 .09
(2.85) (2.62)

Self-Employed .52 .57
(2.74) (2.28)

Loan/Value 2.01 2.23
(4.53) (3.55)

Denied Private Mortgage Insurance 4.54 4.71
(9.17) (7.35)

Rent/Value in Tract .68 1.19
(3.51) (1.86)

Two- to Four-Family Home .48
(2.89)

Race .62 .86
(4.37) (4.34)

Two- to
Four-Family Single-Family Two- to
and Condos and Condos Four-Family Condos

-7.82 -7.31 -10.45 -7.04
(-10.30) (-13.43) (-6.63) (-7.14)

.35 .52 .24 .47
(1.54) (3.11 ) (.60) (1.60)

.06 .04 .08 .06
(5.53) (5.28) (4.13) (3.71)

.0001 .0001 .0004 .00005
(1.07) (0.81) (2.01) (.50)

.31 .31 .35 .28
(6.15) (8.13) (4.14) (4.43)

.37 .27 .55 .21
(1,91) (2,02) (1.87) (.73)

1.22 1.11 1.54 1.19
(4,57) (5.61) (3,34) (3.44)

.08 .10 ,02 .12
(1.79) (3.11) (.27) (1.68)

.51 .50 .56 .44
(1.77) (2.40) (1.12) (1.12)

1.81 1.80 4.50 1,08
(2.92) (3.80) (3.08) (1,45)

4.36 4.65 4.18 4,49
(5.65) (8.40) (3.87) (4,01)

.61 .57 1.34 .49
(2.93) (2.48) (3.48) (1.93)

.46 ,75 .08 ,51
(2,40) (4.75) (.25) (2,00)

Log of Ukelihood -838.84 -457.49
Number of Observations 2925 1782

-381,18 -689.27 -142.62 -228.90
1143 2532 393 750

These are empirical questions that can be resolved
only by looking at the data. In its preliminary work,
the Boston Fed looked at these and other breakdowns
and found no statistical basis for dividing up the
sample. These results were not presented in the study
but, as can be seen in Tables 9 and 10, no statistical
basis exists for distinguishing between black and
Hispanic applicants, or between those buying single-
family and less traditional homes.16

The second argument for splitting the sample is to
test for the influence of one or two prominent lenders.

Are the results being skewed by one "bad apple?"
This is a reasonable question, but the answer is no. The
Boston Fed ran the regressions excluding different
subsets of lenders. Two of these regressions are pre-
sented in the study, one for the six largest lenders to
minorities collectively and one for the sample exclud-

16 A chi-square test of the log likelihood does not reject (1) that
lenders treat multifamily and condo applications the same as
single-family applications and (2) that lenders treat multifamily
applications the same as single-family and condo applications.
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ing the six institutions. For both
groups, race affects the probability of
being denied a mortgage.17 Thus, the
conclusions about the influence of
race are not sensitive to the activities
of one or two organizations.

Press reports have made much of
Horne’s (1994b) claim that two insti-
tutions that actively serve minority
applicants account for the finding that
race affects the mortgage decision.
(See, for example, Passell (1994) and
Macey (1994).) The implication is that
aggressive outreach to more marginal
applicants explains the influence of
race. This interpretation is wrong. The
Boston Fed’s study took into account
applicants’ economic circumstances;
thus, if "community outreach" re-
sulted in a weaker pool of applicants,
this weakness would be accounted for
by the applicants’ economic variables.
The two institutions are important to
the results only because they repre-
sent a large fraction of all minority
applicants in Horne’s subsample.

Horne’s study looks at FDIC-reg-
nlated institutions only. Restricting
the analysis in this way cuts the num-
ber of observations in half. Moreover,
within the FDIC sample, the two in-
stitutions in question account for
rougl’dy one-half of the minority appli-
cations. Thus, the seemh~gly innocuous
removal from the FDIC subsample of
two institutions that actively serve
minorities reduces the number of mi-
nority observations in the analysis to
one-quarter its original size. Even so,
race remains economically and statis-
tically significant, as can be seen in Table 11. The
deletion of additional observations, the invalid inclu-
sion of the credit history guidelines variable, and a
series of other changes, only some of which we have
been able to replicate, are necessary to make the
significance of the race coefficient fall below 5 percent,
even in this subsample.

~7 The appendix of the Boston Fed study also includes a
regression in which each lender is represented by a dummy variable
to allow for differences in lending standards. The race variable
remains statistically significant.

Table 11

Sample Excluding Home’s Two Influential Lenders
Full Sample FDIC Sample

Boston Fed Home’s Boston Fed Home’s
Data Data Data Data

Constant -8.14 -8.19 -8.80 -8.89
(-15.10) (-15.20) (-10.15) (-10.27)

Housing Expense/Income .48 .44 .47 .36
(2.99) (2.68) (1.73) {1.28)

Total Debt .05 .05 .04 .05
Payments/Income (6.26) (6.63) (3.96) (4.56)

Net Wealth .0001 .0001 .0001 .0001
(1.39) (1.71) (I .89) (1.97)

Consumer Credit History .32 .31 .32 .31
(9.01) (8.74) (5.33) (4.98)

Mortgage Credit History .29 .29 .51 .51
{2.37) (2.34) (2.67) (2.64)

Public Record History 1.18 1.20 1.34 1.38
(6.40) (6.47) (4.11) (4.17)

Industry Unemployment .08 .08 .05 .05
Rate (2.78) (2.75) (1.00) (.94)

Self-Employed .59 .58 .42 .36
(3.06) (2.96) (1.39) (1.15)

Loan!Value 2.58 2.52 3.29 3.22
(5.45) (5.29) (3.99) (3.84)

Denied Private Mortgage 4.66 4.69 4.85 4.91
Insurance (8.39) (8.47) (6.00) (6.06)

RenWalue in Tract .71 .72 -.66 -.55
(3.65) (3.71) (-.57) (-.48)

Two- to Four-Family Home .53 .53 .70 .73
(2.99) (2.99) (2.30) (2.37)

Race .44 .44 .70 .66
(2.87) (2.86) (2.70) (2.49)

Log of Likelihood -771.51 -761.81 -289.37 -28t .71
Number of Observations 2799 2799 1253 1255

Another example of this whittling down of mi-
nority observations occurs in Liebowitz (1993).
Liebowitz first splits the sample according to type of
property being purchased, and then further splits the
applications for single-family homes into those apply-
ing for private mortgage insurance and those who do
not need it. He then focuses on the last group, which
he characterizes as the "core" sample and for which
the race coefficient remains highly significant, and
asserts that removing "six extremely influential appli-
cations," all minority rejections, causes all evidence of
discrimination to vanish. What he neglects to say is
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that his "core" sample had already been reduced to 14
minority rejections and he had to remove alnrost half
of them to achieve this outcome,is

Summand and Conclusion

The Boston Fed’s 1992 study of mortgage denials
has attracted a great deal of attention, some of which
has been critical. This criticism has focused on racial
differences in default rates, missing variables, mis-
specifications of the model, and data integrity. Of
these, the default issue has perhaps received the
greatest attention in the media, despite a number of
articles pointing ont that simple comparisons of aver-
age default rates cannot disprove the existence of
discrimination in the mortgage approval process.

The specification issue may have received the
most attention from professional economists. Various
teams have tried alternative specifications of the Bos-
ton Fed model. Almost invariably these confirm that
race affects the probability of denial. Only if the
sample is split up and the number of minority obser-
vations sharply reduced does the statistical signifi-
cance of race go away. The argument that the mort-
gage decision involves negotiation may have some
validity, but a truly simultaneous determination
seems unlikely.

The most frustrating criticism, from the Boston
Fed’s viewpoint, has been the charge that data errors
undermine the study. Many of the alleged data
errors are not errors at all. In other cases, outliers
are called errors with no evidence. The Boston Fed
made many calls back to lending institutions to
confirm that suspicious values were, indeed, what
was on the application form. We also tested the
sensitivity of our findings to extreme values. Re-
searchers who have worked with the publicly avail-
able data base can confirm that questionable obser-
vations do not affect the finding that race influenced
the lending decision.

Some of the criticism of the Boston Fed study
has been scholarly; but many of the critiques appear
to be motivated or at least energized by opposition
to policies the stttdy may have inspired. The study

advocated no policies, although the Boston Fed
subsequently published a guide for lenders suggest-
ing ways to ensure fair treatment of applicants of
different races and cultures. This guide, entitled
Closing the Gap, has been very well received by the
lending industry, with more than 80,000 copies
distributed as of mid-1995.

The study’s primary contribution was to tell the
lending industry that it had to face up to the task of
ensuring fair lending and stop treating racial dispari-
ties in loan outcomes as simply reflecting secondary
market guidelines. Although the study confirmed that
the economic factors cited by lenders did indeed
explain much of the racial disparity in mortgage
denials, it also showed that discrimination could
occur. It showed that the lending decision involves
substantial discretion; that many applications are
approved despite weaknesses; that examiners can-
not readily detect discrimination because reasons
frequently exist that conld justify a denial; and that
in one major market, with lenders not so very
different from those elsewhere, minority applicants
faced a higher probability of being turned down
than their white counterparts after taking into ac-
count all the economic explanations that lenders
had proposed.

~s Researchers at Abt Associates have applied influence statis-
tics to the Boston Fed data base to test whether this might be a
useful technique for identifying minority applications that should
be reviewed for evidence of possible discrimination (Rodda and
Wallace 1995). This process involved ranking minority denials and
white approvals according to their h~fluence upon the coefficient on
race. In so doing, they observe that the removal of about 20
observations, mainly minority denials, from the sample would
cause the coefficient on race to become insignificant. While some
might interpret this as meaning the Boston Fed’s results are not
robust, removing these observations from the sample is very
misleading.

These observations are not outliers according to any criteria
established in advance. Quite the contrary, they represent the most
likely victims of discrimination: They are applications that appeared
to have a low probability of denial according to their economic
characteristics, but nevertheless were denied. IVloreover, removing
them severely distorts the sample, since "good" minority applica-
tions that were denied are dropped while any similarly "good"
white applications that were denied remain in the sample. Thus,
within this range of characteristics, white applicants appear to have
been treated less favorably than minorities--since some whites were
denied, while the comparable minority denials no longer appear.
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Appendix
Summary of Primary Critiques and
Point-by-Point Rebuttals

The following are summaries of the primary critiques of
the Boston Fed’s study and point-by-point rebuttals. They
are listed in chronological order. Critical comments that
simply cite others’ criticisms are not included.

Brimelow and Spencer (January 1993)

Criticism: The "’default" data in the Boston Fed study show that
lenders were not discriminating.

Brimelow and Spencer point to infortnation on foreclo-
sure rates in Boston City neighborhoods, which do not show
a racial pattern, and claim that discrimination would pro-
duce lower rates in minority neighborhoods. They also
quote the study’s lead author, Alicia Munnell, as saying "I
do not have evidence....No one has evidence" in response to
a question about the existence of discrimination.

Response: Comparing average default rates for white and minor-
ity borrowers cannot disprove the existence of discrimination. In
addition, neighborhood foreclosure data are a dubious proxy for
minority default rates.

The default argument confuses the experience of the
individual with that of the group. As discussed at length in
the text of tl~s article and at greater length in Tootell (1993),
discrimination occnrs when applicants with the same ex-
pected default probabilities are treated differently. If the
distributions of expected default probabilities are different
for minority and wl~te applicants, comparing the default
experience of the two groups cannot disprove the presence
of discrin3ination. In particular, if the proportion of minority
applicants with very low default probabilities is smaller than
the white proportion, the default rate for minority borrowers
as a group may be the same as or higher than that for wl~te
borrowers, even though discrimination is occurring and
individual minority applicants have been ~rned down
more frequently than white applicants with the same default
probabilities.

The neighborhood foreclosure data presented in the
Boston Fed s~dy are not a good indicator of the default
experience of home-owners of different races, because they
include non-owner-occupied properties and because minor-
ity home-buyers frequently purchase in non-minority areas.

With respect to Ms. Munnell’s quote, which has some-
times been presented as an acknowledgment that the Boston
Fed study was flawed, Ms. Munnell believed she was
responding to a question about the availability of i~orma-
tion on the default experience of minority and white bor-
rowers.

Becket (April 1993)

This article makes the same point as Brimelow and
Spencer above. Becker’s discussion clarifies the reasoning
behind the default argument, emphasizing that discrimina-
tion is assumed to take the form of requiring minority
applicants to meet more stringent standards of creditwor-
thiness than white applicants. It is further assumed that
lenders are good predictors of defaults. If discrimination

takes other forms or if lenders are not good predictors of
default or care about other profit considerations, compari-
sons of default rates cannot reveal much about discrimina-
tion.

Zandi (August 1993)

Criticism: The Boston Fed study omits important variables. There
are errors in the data and the regression should have been run over
a "matched" sample.

The study does not take into account the "state of the
economy and housing markets in Boston during 1990,"
particularly the fact that home prices fell much more for
low-priced homes than for mid-range or high. It also does
not include whether the applicant’s credit history met the
institution’s standards, whether data could be verified, the
presence of a co-signer, and loan amount.

Response: Some of the variables mentioned zoere included in the
study; others should not be included. Regression analysis obviates
the need for a matched sample. Zandi’s e.xample of an error was not
a~l et’ro~’.

The study included a variety of measures of the state of
the economy and housing markets, including unemploy-
ment rates by industry, data on applicants’ financial situa-
tion, and housing values. Contrary to Zandi’s assertion
about the decline in value of low-priced homes, prices fell
less for low-priced homes than for high in 1990, although by
the end of 1991 the decline was similar and, eventually,
prices of high-priced homes turned up before prices of
low-priced houses.

The Boston Fed did look at the influence of co-signer
and loan amount; including these variables does not affect
the results. The co-signer equation appears in the appendix.
Including responses to the verification and credit history
standards questions does indeed reduce the race coefficient,
although as Zandi himself notes, the race effect remains
large. As discussed in the text, however, the Boston Fed does
not believe these variables should be in the analysis, as both
involve an ex post judgment by the respondent. All the other
variables are based on objective criteria. Moreover, the credit
history question appears to be a proxy for denial, as it is a
function of loan-to-value and other variables that have
nothing to do with credit history.

The issue of data errors is addressed under Liebowitz,
Day and Liebowitz, and Horne, below; however, the specific
observation that Zandi used to support his claim of errors
had been checked with the respondent institution, which
had rejected the application precisely because the variable in
question (loan-to-value) was extremely high.

Liebowitz (September 1993)

Criticism: The data contain many errors. The sample mixes up
different types of applications. The results are sensitive to a few
applications.

Liebowitz characterizes as errors applications with
large negative net worth, applications with low or negative
interest rates, applications with loan-to-value ratios in excess
of 80 percent for which the applicant did not seek mortgage
insurance, and applications where the yearly income does
not match the monthly income.
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Liebowitz claims that condominiums, two- to four-
family properties, and single-family homes with down pay-
ments above and below 20 percent should be analyzed
separately. He also asserts that the coefficient on race for
applicants purchasing single-family homes with loan-to-
value ratios below 80 percent is due to "six extremely
influential loan applications."

Response: Most of Liebowitz’s "’errors" are not errors.
Liebowitz’s statements about errors are based on intu-

ition; he has no information about the contents of loan files.
Most of his "errors" are not errors at all. Thus, he cliarac-
terizes as errors all loans with high loan-to-value ratios and
no lnortgage insurance, on the grounds that these loans
could not be sold on the secondary market. While insurance
is generally required by the federally sponsored agencies,
exceptions are made; and insurance is not required if the
loan is kept in the lending institution’s portfolio. Of these
loans, 40 percent were denied, 40 percent were held in
portfolio and 20 percent were sold to a combination of
private and public entities. Far from being proof of errors,
this is a reasonable outcome.

Another misstatement is categorizing as errors observa-
tions where yearly and monthly income figures do not
agree. The yearly figures are from the lenders’ original
HMDA submissions. They were not part of the Boston
Fed survey nor were they used by the Boston Fed, although
they (along with other HMDA data) were made available
to researchers as part of the public data set. The Boston Fed
did not use the HMDA income figures and instead re-
quested the monthly income figures from the loan applica-
tion form because the latter were more precisely defined.
Liebowitz had been informed of this prior to writing his
article.

With respect to interest rates, the Boston Fed did not
request information on interest rates. Liebowitz appar-
ently estimated interest rates from the obligation ratios.
Such a procedure is necessarily imprecise, especially with
multi-unit properties; and, as is pointed out under the
discussion of Day and Liebowitz (1993), most of the low
interest rate estimates are associated with two- to four-
family houses. Some of the net worth values do look
peculiar. The Boston Fed researchers also had questions
about these variables, and it ~vas partly for this reason that
we instituted procedures to inspect and verify suspect
and missing values. Errors were, of course, corrected. Re-
gressions were also run excluding observations with un-
usual values for net worth, as well other variables. The
results are unaffected. Others have confirmed this (Carr
and Megbolugbe 1993).

We chose not to exclude unusual observations from the
data base because we had no standard, other than intuition,
for what were reasonable values. This was an original data
base and some of the unusual observations did not appear
so unusual upon closer examination. For example, there
were physicians with very large assets and even larger
liabilities. Other researchers can choose to drop these obser-
vations (and wil! find it makes no difference to the results);
but they are discarding data that were in the loan officer’s
hfformation set. Whether the lenders used the information is
another matter. The lenders consulted prior to undertaking
the study said they did not pay much attention to net worth

because assets were so hard to verify. This was confirmed by
the regression analysis.

Response: Splitting the sample is not justified. The results are not
sensitive to unusual values or specific applications, as long as the
sample has not been so reduced that most of the minority
observations are eliminated.

Splitting the sample is warranted only if the relation-
ships are statistically different for the different groups. The
Boston Fed perforlned chi-squared tests to see whetlier
dividing the sample was appropriate. We considered
whetlier different types of property should be treated sepa-
rately and also whether black and Hispanic applicants
sliould be split. These tests provided no basis for splitting
the sample.

One consequence of splitting the sample is that the
number of observations, particularly the number of minority
observations, is reduced. Since tlie total sample contains
only 700 black and Hispanic applicants and only about 200
rejected minority applicants, splitting the sample into
smaller and smaller groups, with fewer and fewer minority
rejections, automatically undermines the power of statistical
tests to determine the effect of race.

Even so, when we run the s~dy’s primary regressions
over Liebowitz’s subsamples, race is statistically significant
except for the smallest group~those apply~g to purchase
two- to four-family properties. Liebowitz’s statements to
the contrary, race is sig~ficant for applicants buying condo-
miniums and applicants buying single-family homes with
private mortgage insurance. Moreover, among those pur-
cliasing single-family homes without mortgage insurance,
whom Liebowitz characterizes as the "core" sample, race is
highly significant despite the fact that o~y 14 minority
rejections remain out of the original 200. Liebowitz then
must remove almost half of these rejections before the effect
of race disappears. Far from proving the sensitivity of the
Boston Fed’s restflts to key observations, this analysis dem-
onstrates how robust they are.

Day and Liebowitz (December 1993)

Criticism: Repeats criticism in Liebowitz (1993) above, specifi-
cally that the data contain errors, the sample should be split, and
the results are sensitive to key observations. Day and Liebowitz
also argue that important variables have been omitted and question
the specification of the regression.

The claims of data errors in this paper and in materials
distributed at a session at the Federal Reserve Bank of Dallas
in December 1993 focus on Day and Liebowitz’s (henceforth
D&L) estimates of interest rates. D&L argue that approxi-
mately 90 interest rates tliat they imputed from the housing
expense variable are unreasonably high or low; obligation
ratios appear wrong in 15 cases. These and otlier "errors"
that they have identified (denied loans that were sold) cast
doubt on the integrity of the entire data base.

Response: Ahnost all of D&L’s apparent inconsistencies in the
data can be explained or involve variables that were not used in the
Boston Fed regressions. Not" are the results sensitive to these
observations.

D&L esthnate interest rates using the housing expense
variable, loan term, and loan amount. This is a rough
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technique and will not work for multi-unit properties or
properties for which the mortgage loan is small in relatiou to
other elements of housing expenses. Almost all of the
imputed rates that they conclude are too low involve two- to
four-unit properties, for which the housing expense is re-
duced by rental income. Almost all of the imputed rates that
they find are too high iuvolve properties for which the
loan-to-value ratios are very low (less than 35 percent). In a
few cases, the term of loa~ may be incorrect, throwing off
imputations of interest rates. Term appears in one of the
regressions in the appendix to the Fed study.

The obligation ratios used in the Boston Fed’s regres-
sions were not based on the housing expense numbers upon
which D&L made their interest rate imputations, but on the
obligation ratios sho~vn in the lenders’ worksheets. The
latter ratios were given the closest scrutiny and regressions
were run excluding any unusual values, with no effect on the
results.

D&L also note that some rejected mortgage applications
~vere apparently sold. Both action taken and sale came from
the original HMDA survey; the Boston Fed confirmed that
the action taken (rejection) was probably correct from look-
ing at other data elements, such as whether reasons for
denial were included in the HMDA data for that application.
We did uot use data on loan sales and did not try to validate
these figures.

Criticism: D&L argue that the presence of unverified information
and the applicant’s faihtre to meet the institution’s policy guide-
lines for credit history, as well as several other variables, should be
included in the regression. They also argue for a slightly diff,’rent
specification and claim the predicted probabilities do not e.x’plain
actual outcomes vet7l well.

D&L run regressions including variables for unveri-
fied iuformation and failure to meet credit history guide-
liues. Unverified information does not change the results.
The credit history variable reduces the magnitude and
significance of the race variable, but race remains statis-
tically significant. Some changes to the specificatiou fur-
ther reduce the coefficient for race, but it remains statis-
tically significant.

D&L also claim that applicants’ past customer relation-
ships with lenders should be recognized, while industry
unemployment rates should not since minorities seem to
work in industries with relatively low unemployment rates.
D&L further fault the s~dy for failing to include informa-
tion pertaining to "A~nctional illiteracy, unemployment,
drug use, criminal activity and a whole host of other social
pathologies" (p. 16).

Response: D&L’s regressions for the most part confirm the
robustness of the Boston Fed results. The credit history guidelines
variable shoul,t not be included because it is a proxy for loan
denial. Comments about missing variables confuse the individual
applicant with group stereotypes.

The race variable remains large and statistically signif-
icant when unverified information is included. Adding a
variable for meeting credit history guidelines reduces the
race coefficient but it remains statistically significant. The
credit history guidelines variable should not be in the
equations, however. In contrast to other variables, it is not
objective. Regressions in which meeth~g credit history guide-

lines is used as the dependent variable show it to be a
ftmction of loan-to-value ratios, obligation ratios, and other
explanatory factors that have nothing to do with credit
history. This issue is discussed more fully in the text.

With respect to missing variables, the issue of past
borrower relationships was broached with the lenders con-
sulted prior to the study, who responded that it was a rare
and idiosyncratic factor. With respect to the question of drug
use and criminal activity, the people applying for mortgages
appear to be solid economic citizens, as can be seen from the
summary data presented in both the Boston Fed study and
D&L. Minority applicants, on average, are not as financially
strong as white applicants, but they do not look any more
like people with literacy or drug problems than their white
counterparts.

Finally, it should be noted that the estimation procedure
used by D&L produces imprecise results, which happen to
overstate the explanatory power of the economic variables
in some of their regressious. A more precise regression
package yields different results.

Criticism: The sample should be split into different property types.

Response: This issue is discussed above under Liebowitz
(1993). There is no statistical justification for splitting the sample.

Moreover, D&L’s regressions highlight one of the dan-
gers of doing so; not only is the significance of race reduced
in some of the samples, but so too is the significance of
variables that almost everyone has cited as important, spe-
cifically, loan-to-value and obligation ratios.

Criticism: Results are sensitive to influential obse~wations.
D&L try to find the observations that have the greatest

influence on race and then they tln’ow them out until race is
insignificant. They claim that removing 15 observations will
make the race coefficient go negative.

Response: This is a questionable regression procedure in that
observations are rejected only because of their influence, not for
any objective criterion.

Discarding information precisely because it is influ-
ential is a very different and much more questionable
concept than removing observations because they appear
to be outliers by some objective criterion. Unless there is
clear evidence that the observations in question are erro-
neous, there is no justification for removing them. D&L
repeatedly suggest that the regression is not working very
well because some of their influential applications (with
relatively low probabilities of denial) have blemishes.
Even a cursory review of the data, however, shows that
there are few "deal-breakers" in the mortgage business.
The one exception is being denied private mortgage
insurance. But people who have gone through bankrupt-
cies get approved. People with very high loan-to-value
and obligation ratios are approved. These flaws increase
the likelihood of being turned down, but they do not
guarantee that outcome.

D&L’s regression also includes the credit history guide-
line variable. As discussed in the text, the credit history
guideline variable is subjective and, to a large degree, a
proxy for denial. It should not be included.
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Home (1994a)

At the request of the federal supervisory agencies, the
Boston Fed identified those rejected loan applications for
which the model estimated a probability of denial of less
than 50 percent. Home’s criticisms are based on FDIC
examiners’ reviews of the loan files at their institutions.
Because the FDIC examiners actually saw the loan files,
Horne’s comments, especially those about data errors, have
been given considerable weight. The Boston Fed did not
have access to the loan files, but did see a summary of the
FDIC examiners’ findings.

Criticism: The data contain errors.
Horne states "Overall, 57 percent of the applicant files

contained serious data errors .... " These "errors" seem to
fall into three categories: errors in responding to the Boston
Fed survey, discrepancies between applicafion forms and
the underlying information in the files, and the classification
of certain loan outcomes. Home devotes most of his atten-
tion to the third of these.

Response: Many of Home’s errors are not data errors at all. Most
of the genuiae data errors the examiners found seem to be minor.

Home himself acknowledges in the body of his article
that he is using the term data error very loosely and that
information included in his claim that "57 percent" of the
applications have serious errors is actually correct. Horne
cites only one or two examples of a true data error. One
example is that a couple whom the Boston Fed data show
having a two-year work history had a work history of two
months. In a subsequent paper, discussed below, Home
makes various "corrections" to the Boston Fed data base,
and these still do not alter the Boston Fed’s findings.

Home’s "errors" that are not errors fall into two cate-
gories. Home takes exception to the fact that applicants who
reject a counteroffer or who subsequently reapplied and
were accepted are considered to have been denied a loan
according to Regulation B and HMDA reporting require-
merits. He also does not think that applicants who were
rejected because they were overqualified for special pro-
grams or who were rejected for private mortgage insurance
should be treated as rejected.

While Home may have a point in suggesting that
counteroffers, overqualified applicants, and private mort-
gage insnrance call for some caution in interpreting the
results, they in no way represent data errors. Indeed, the
mortgage insurance issue was highlighted by the Boston Fed
study and its interpretation is discussed at length.

Home is also concerned about discrepancies between
the data on the application form and information in the files
and between information in the files and the tree nature of
the applicants’ circmnstances. This is an interesting issue,
but to characterize the Boston Fed’s use of application
information as a data error is wrong. The relevant informa-
tion for assessing the determinants of the loan denials is the
information set available to the loan officer, and the best
source of that information is the application form at the date
of decision. The alternative that Home appears to be sug-
gesting-that examiners attempt to second guess the appli-
cation information and even the tmderlying information in
the files--boils down to making up data.

As for Horne’s claim that rejected applications probably
present too favorable a picture of the applicants’ circum-
stances, others have claimed just the opposite. To the degree
that accepted applicants have had the opportunity to
straighten out errors in their credit history files or to pay
down debts, their final applications will appear more favor-
able relative to the initial application than those that were
rejected at the outset.

Criticism: The Boston Fed study omitted some variables.
Horne claims in his introduction that "a number of

important factors influencing the ability to purchase a
home were misspecified or insignificant." The discussion
in the text is much less assertive; he does not offer
alternative specifications and his candidates for omitted
variables are limited to the value of home equity and the
dollar alnount of gifts. He also thinks it would be desir-
able to have only verified financial assets in the analysis,
but acknowledges that this is not possible for applications
that were rejected before the assets were verified. Horne
doubts the Boston Fed finding that liquid assets do not
affect the lending decision. More generally, Horne ap-
pears skeptical of the ability of statistical models to
capture the underwriting process.

Response: Home’s suggestions for omitted variables are ah’eady
encompassed by included variables. He does not propose any
alternative model specifications; stripped to its basics, his argu-
ment is that the model must be misspecified because he doubts the
results.

Horne would like to see the dollar amount of gifts and
the value of home equity included as explanatory variables.
Home equity, as he acknowledges, is included ha net wealth.
Horne accepts the argument that net wealth is not influential
because assets are difficult to verify, but thinks home equity
a!one would be. Home equity is a good example, however,
of why assets are difficult to verify, since its precise value
will not be known until the existing home is already sold.
The Boston Fed did recognize whether the applicant had
previously been a home-owner by including as a dummy
variable, in addifion to the credit history variables, whether
the applicant had a prior mortgage history; it had no effect
on the results.

The Boston Fed included a dummy variable for whether
gifts or grants accounted for part of the down payment. It
appears in one of the appendix regressions and is of border-
line statistical significance; it has no bearing on the race
coefficient. Horne argues that the dollar amount of gifts
would be preferable, but he does not really say why, other
than to suggest that it might be an indicator of parental
resources. He acknowledges that the presence of gifts is
already reflected in the loan-to-value ratios.

Much of Horne’s discussion of omitted variables is a
discussion of the idiosyncratic features of the loan applica-
tions. He sees the presence of such idiosyncratic features as
evidence that the Boston Fed model is misspecified, and
perhaps as a general condemnation of all statistical models.
He presents nothing to suggest that the idiosyncracies are
systematically related to race, however. Moreover, the pres-
ence of idiosyncracies could be interpreted as an argument
in favor of statistical models, since the alternative of file-
by-file reviews will be constrained in the number of files
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examined and thus may fail to identify those determinants
of denial that are common to many files.

Criticism: The model is misspecified and does not fit the data very
well.

Horne argues the model is misspecified because cer-
tain variables he thinks are important (liqnid assets) were
found not to affect the mortgage decision and other
variables, which are important, were not important
enough. In particular, he thinks that poor credit history
should gnarantee or ahnost guarantee denial, whereas the
model says it substantially increases the chances of denial,
but in Horne’s example still leaves the denial probability
at roughly 30 percent. He also mentions other financial
weaknesses that he thinks do not carry sufficient weight in
the model.

Horne also claims the model does not fit very well,
because "two-thirds of the applications that were [actually]
denied were predicted to be approved on the basis of a 50
percent probability threshold." He further claims that a
naive prediction that all the applications were approved
~vould result in 85 percent of the outcomes being correctly
predicted.

Response: The model fits the data quite well and claims that the
model is misspecified because certain variables do not work as
Home expects are disproved by the data and the FDIC examina-
tion reports.

The Boston Fed data show that apart from being denied
mortgage insurance, there are very few deal breakers.
People with poor credit histories and even bankruptcies
were approved. People with very high debt ratios were
approved. This was confirmed by the summary of the
FDIC examiners’ findings; although the examiners might
conclude that an application was appropriately rejected
because of a poor credit history or large obligation ratio,
they often could find approved applicants with an equally
poor credit history or large obligation ratio. The approved
applicant might have some compensating factors, but the
credit history or obligation ratio was clearly not an
absolute bar to approval. If people are getting approved
despite serious weaknesses, the model ;rill reflect this
even if the conventional wisdom is that such individuals
will always be denied.

As for fitting the data, using a 50 percent cutoff to
predict approvals and denials, as Horne does, is not a good
test. Horne characterizes all probability estimates below 50
percent as predictions of approval and concludes that the
model is predicting too many approvals. But an estimated
probability of denial of, say, 40 percent should not be
interpreted as a prediction of approval, but instead a pre-
diction that, among similar applications, the fraction denied
will be roughly three times the fraction in the total sample.
The appropriate test appears in Table 6 of the text of this
article, which shows the fraction of applications actnally
denied according to the estimated probabilities of denia!. As
can be seen, the estimates match reality quite well. The naive
prediction that all applicants were approved would not be
very useful, as it would be 100 percent wrong for the
applications of greatest concern.

Yeze~; Phillips, and Trost (1994)

Criticism: Single-equation models of rejection, like that used by
the Boston Fed, produce biased estimates because borrowers can
negotiate loan-to-value ratios and other loan terms to reduce the
probability of rejection. Because minority applicants are "’econom-
ically disadvantaged and are less able to increase dozon payments
in order to avoid possible rejection," the minority coefficient will be
biased upwards, leading to a false or at least overstated finding of
racial discrimination.

Yezer and his co-anthors (YPT) argue that loan terms
are the result of negotiations between lender and borrower.
Thus, loan-to-value ratios, obligation ratios, presence of
co-signer, and some other explanatory variables are endog-
enous and estimates of their coefficients will be biased. In
addition, because minorities are economically disadvan-
taged and cannot as easily respond to lenders’ requests for
larger down payments or the presence of a co-signer, the
coefficient for race estimated by the single-equation model
will be biased upwards.

In support of this argument, YPT construct a three-
equation model and a pseudo data set from the Boston Fed’s
data base. In generating their pseudo data set, the coefficient
on race in the rejection equation is set equal to 0, while the
coefficient on loan-to-value is large and positive. They then
estimate a single-equation rejection regression using the
pseudo data set mad fh~d that the coefficient on race is positive
and significant and that on loan-to-value is negative.

The YPT article repeats criticisms also made in Rachlis
and Yezer (1993). YPT also argue that single-equation de-
fault regressions produce biased esfimates.

Response: YPT present no evidence on the prevalence of negoti-
ation in the lending decision and, thus, the potential for bias.

Bias only arises if the borrower receives new informa-
tion about the probability of rejection during the application
process and responds by adjusting some of the loan terms,
for example, by making a larger down payment and reduc-
ing the loan-to-value ratio. One cannot say this never
happens, but YPT have not established that negotiation is
widespread. For many borrowers, of all races, down pay-
ments will be dictated by their financial circumstances and
their ability to negotiate will be limited.

No bias exists if the borrowers anticipate a high proba-
bility of rejection in advance of applying and try to offset it
with a larger down payment or other enhancements to their
finances. The system in this case is recursive rather than
simultaneous.

Instrumental variables is the standard econometric tech-
nique for addressing problems of simultaneity. Finding
appropriate instruments to apply to the present problem is
difficult because almost all the variables available were
collected as potential explanations for denial. In addition,
YPT assert that all loan terms are endogenous; so even if
appropriate instruments could be found for some of these
terms, YPT would still question the results. That said, using
plausible instruments for the loan-to-value ratio, the focus of
most of YPT’s discussion, leaves the effect of race on the
probability of denial economically and statistically signifi-
cant.
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Response: The argument that minorities camtot/will not negoti-
ate as hutch as white applicants cannot be distinguished from the
claim that lenders are less inclined to negotiate with or coach
minority applicants.

It takes two to negotiate. Given that the analysis has
controlled for applicants’ liquid assets, wealth, and other
economic advantages, the YPT argument is stripped of its
economic rationale and comes down to the assertion that
minority applicants will not negotiate but white applicants
will. Such an outcome could be explained, however, by
lenders’ greater willingness to initiate negotiations with
white applicants. There is no way to distinguish between the
two possibilities, but since lenders would have a lot more
experience negotiating mortgages than borrowers, one could
plausibly expect them to be the initiating party.

Home (1994b)

This paper, which had not been published at the time of
writing, has been quoted in a number of press accounts, with
particular attention given to the claim that dropping from
the sample two banks specializing in serving minority
populations eliminates the effect of race on the mortgage
decision (Passell 1994 and Macey 1994). Any published
version is likely to be somewhat different; but since the
unpublished version has been widely circulated, a response
is necessary. Horne’s analysis is based on FDIC institutions
only; he also omits applications for which the loan-to-value
ratios were below 30 percent. The resulting sample is about 40
percent of the original sample and includes somewhat less than 40
percent of the minority observations.

Criticism: The data contain errors. These errors cause the race
coefficient to be overstated.

Home claims to have corrected the Boston Fed data
pertaining to FDIC institutions based on examiner file re-
views. He then runs regressions using the "corrected" data.
He finds that the race variable is smaller using the "correct-
ed" data, although still about the same size as the Boston
Fed’s estimate for the overall sample and still statistically
significant.

Horne then re-codes a number of denied applications as
approvals and finds that the race effect becomes insignifi-
cant. Home argues that denials based on mortgage insur-
ance, problems with titles, and rejections of counteroffers are
not the lenders’ fault and thus should not be treated as
denials.

Response: Home’s data corrections are minor; they do not
support his claims of serious data errors. Re-coding denied
applications as approvals is highly misleading.

Home’s data corrections do not affect the finding that
race has a large and statistically significant effect on the
mortgage lending decision. This can be seen in his own
regression results. One reason for this outcome is that most
of Home’s changes are minor. This is suggested by Home’s
table comparing the Boston Fed and Home data sets and is
confirmed by a review of his data. The Boston Fed obtained
Home’s data tape and many of the changes were either
small, involving, for example, a couple of dollars in monthly

income or $100 in assets, or pertained to variables that were
not used by the Boston Fed’s analysis. Some of the data
changes are clearly wrong; for example, the gender variable
was meaningless in the Home data set. Of greater conse-
quence to his results, an application that was rejected
because of title problems was reclassified as an acceptance.
Another rejected application was reclassified as an accep-
tance on the gronnds that the applicant snbsequently sub-
mitted another application with a larger down payment,
which was accepted; thus, we have two accepted applica-
tions instead of a rejection and an acceptance.

After making these "corrections," Horne then re-codes
as approvals applications that were denied private mortgage
insurance and applications where the applicant rejected a
counteroffer. While a case might be made for excluding such
observations from the analysis, to re-code them as approvals
is wrong. The applicant was turned down for a loan at the
terms requested.

The private mortgage insurance issue and questions of
interpretation are extensively discussed in the Boston Fed
study. Regressions were run excluding those who were
turned down for insurance. The overall results and the effect
of race are unchanged.

Criticism: Changes to the specification reduce the race coefficient.
Horne makes several changes to the equation specifica-

tion that have the effect of reducing the race coefficient,
although it remains economically and statistically signifi-
cant. Horne then adds variables for unverified information
and meeting credit history standards and the effect of race
becomes insignificant.

Response: The variable on meeting credit history standards is a
subjective variable that is correlated zoith race and should not be in
the analysis.

The appropriateness of the credit history standards vari-
able is discussed at length tmder Day and Liebowitz (1993)
above. Horne’s other specification changes are not unreason-
able. The Boston Fed also adopted a nol~linear approach to
loan-to-value in a later version of its study, but in contrast to
Horne, we fotmd that the coefficient on race was increased.

Criticism: Removing two institutions that actively serve minor-
ities reduces the race coefficient to insignificance.

Response: This is the most zoidely cited and most misleading of
Home’s criticisms. The number of minority observations in
Home’s sample is now only one-quarter its original size.

Horne starts out with a sample that is less than half the
size of the Boston Fed sample and with fewer than 300
minority observations and 90 minority rejections. The re-
moval of the t~vo institutions in question cuts his minority
sample by half again.

Horne acknowledges this in footnotes, but the press
reports of his findings present the removal of these institu-
tions as an innocuous change. Even so, dropping these two
institutions from the sample still does not remove the
influence of race, as is shown in Table 11 of this article. Other
sample reductions and specifications are necessary to
achieve that result.

September/October 1995 New England Economic Review 77



References
Becker, Gary S. 1993. "The Evidence Against Banks Doesn’t Prove

Bias." Busiaess Week, April 19, p. 18.
Berkovec, James A., Glenn B. Canner, Stuart A. Gabriel, and

Timothy H. Hannan. 1994a. "Race, Redlining and Residential
Mortgage Loan Performance." Journal of Real Estate Finance and
Ecoaomics, vol. 9, no. 3, pp. 263-94.

__. 1994b. "Discrimination, Default, and Loss in FHA Mort-
gage Lending." Federal Reserve Board of Governors Working
Paper. November 1994.

Brimelow, Peter and LesLie Spencer. 1993. "The Hidden Clue."
Forbes, January 4, p. 48.

Carr, James H. and Isaac F. Megbolugbe. 1994. "A Research Note on
the Federal Reserve Bank of Boston Study on Mortgage Lending."
Fannie Mae Office of Housing Research, Final Draft. January 3.

Day, Ted and Stan J. Liebowitz. 1993. "Mortgages, Minorities, and
Discrhnination." Photocopy. University of Texas at Dallas.

Engelhardt, Gary V. and Christopher J. Mayer. 1994. "Gifts for
Home Purchase and Housing Market Behavior." New England
Economic Review, May/June, pp. 47-58.

Galster, George C. 1993. "The Facts of Lending Discrimination
Cannot Be Argued Away by Examining Default Rates." Housing
Policy Debate, vol. 4, issue 1, pp. 141-46.

Glennon, Dennis and Mitchell Stengel. 1994. "An Evaluation of the
Federal Reserve Bank of Boston’s Study of Racial Discrimination
in Mortgage Lending." Comptroller of the Currency, Economic
and Policy Analysis Working Paper no. 94-2.

Horne, David K. 1994a. "Evaluating the Role of Race in Mortgage
Lending." FDIC Banking Review, Spring/Summer, pp. 1-15.

__. 1994b. "Mortgage Lending, Race, and Model Specifica-
tion." Preliminary draft. Federal Deposit Insurance Corporation,
Division of Research and Statistics.

Liebowitz, Stan J. 1993. "A Study That Deserves No Credit." The
Wall Street Jouraal, September 1, p. A14.

Macey, Jonathan R. 1994. "Banking by Quota." The Wall Street
Jouraal, September 7, p. A14.

Munnell, Alicia H., Lynn E. Browne, James McEneaney, and
Geoffrey M.B. Tootell. 1992. "Mortgage Lending in Boston: Inter-
preting the HMDA Data." Federal Reserve Bank of Boston,
Working Paper no. 92-7.

Passell, Peter. 1994. "Redlining Under Attack." The New York Times,
August 30, p. D1.

Rachlis, Mitchell B. and Anthony M.J. Yezer. 1993. "Serious Flaws in
Statistical Tests for Discrimination in Mortgage Lending," Journal
of Housing Research, vol. 4, pp. 315-36.

Roberts, Paul C. 1993. "Banks in the Line of Fire." The Washington
Times, March 12, p. F!.

Rodda, David and James E. Wallace. 1995. "Fair Lending Manage-
ment: Using Influence Statistics to Identify Critical Mortgage
Loan Applications." Paper for presentation at the mid-year meet-
ing of ARUEA. May 30. Photocopy, Abt Associates Inc.

Schill, Michael H. and Susan M. Wachter. 1994. "Borrower and
Neighborhood Racial and Inco~ne Characteristics and Financial
Institution Mortgage Application Screening." Journal of Real Estate
Finance and Economics, vol. 9, no. 3, pp. 223-39.

Stengel, Mitchell and Dennis Glennon. 1995. "Evaluating Statistical
Models of Mortgage Lending Discrimination: A Bank-Specific
Analysis." Comptroller of the Currency, Economic and Policy
Analysis Working Paper no. 95-3.

Syron, Richard F. 1993. Testimony before the Committee on Bank-
ing, Housing and Urban Affairs, United States Senate, February
24, p. 5.

Toote!l, Geoffrey M.B. 1993. "Defaults, Denials, and Discrimination
in Mortgage Lending." New Eagland Economic Review, Septem-
ber/October, pp. 45-51.

Yezer, Anthony M.J., Robert F. Phillips, and Robert P. Trost. 1994.
"Bias in Estimates of Discrimination and Default in Mortgage
Lending: The Effects of Simultaneity and Self-Selection." Jour-
nal of Real Estate Finance and Ecoaomics, vol. 9, no. 3, pp. 197-215.

Zandi, Mark. 1993. "Boston Fed’s Study Was Deeply Flawed."
American Banker, August 19, p. 13.

78 September/October 1995 New England Economic Review



Federal Reserve Bank of Boston
P.O. Box 2076
Boston, Massachusetts 02106-2076

Address Correction Requested

Bulk Rate
U.S. Postage

PAID
Richmond, VA
Permit No. 930




