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To improve our understanding of the role of banks in the transmis-
sion of monetary policy, the Federal Reserve Bank of Boston convened a
conference in June of 1995 to consider the question, "Is Bank Lending
hnportant for the Transmission of Monetary Policy?" That banks are an
importaut element in the transmission process is not an issue, because
monetary policy operates through the banking sector. However, the
description of the exact role played by banks remains hotly disputed,
~vith the debate focusing on the importance of the role for bank lending
as a transn-6ssion channel (the lending view) distinct from the generally
accepted channel operating through interest rates (the money view).

Bankers, economists, and other financial specialists met to discuss
whether bank lending should be considered an important component
of the transmission of monetary policy. Proponents argued that changes
in bank assets as well as bank liabilities influence the future course of
the economy. Many economists remain skeptical of the role of banks,
however, believing that a focus on interest rates or money aggregates
is sufficient for understanding the transmission of monetary policy. This
article presents an overview of the papers presented at the conference and
the comments of their discussants.                                   3

The personal computer market underwent significant stTuctural
changes throughout the late 1970s and 1980s. While some manufacturers
of personal computers managed to remain in the market for a number
of years, many others left after a short time. Besides the more visible
movement of firms in and out of the industry, each firm also made
underlying decisions regarding which models to offer.

This article analyzes model selection strategies adopted by personal
computer (PC) companies from 1976 to 1988, focusing on differences
between established and new firms. While new firms were more likely
to produce models with similar characteristics, established firms offered
a larger variety of models. With snch model "dispersion" strategies, they
avoided replacing their existing models and occupied new, top-of-the-
line market segments before entrants. High-priced models, controlling
for their technical attributes and brand effects, were more likely to leave
the market. Brand effects were also significant in affecting PC models’
probability of exit. Models produced by firms with more experience, both
in years and in the number of models produced in the past, were more
likely to survive longer.                                             13
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In recent years international trade has flourished in a category
heretofore considered largely nontradable. Services are being exchanged
across national boundaries in unprecedented volumes, with growth rates
exceeding those for trade in merchandise. In addition to cross-border
trade, foreign direct investlnent and sales by foreign affiliates are also
growing rapidly. The phenomenon has attracted growing attention both
from impartial analysts and from government officials seeking to expand
their countries’ exports.

Tlxis article examines the nature of this trade and considers which
countries compete most effectively. Among the various types of services
traded, the most dynamic growth has occurred in private sector activities
such as advertising, accounting and finance, legal services, and computer
and data processing services. Obstacles to the trade, such as government
barriers, are explored, and the efforts of the Uruguay Round of trade
negotiations to reduce them are evaluated.                          25

More than two-thirds of the $25 trillion of financial assets held in the
United States is managed on behalf of investors by financial intermedi-
aries, ranging from trusts, mutual funds, and mortgage pools to insur-
ance compa~zies, pension funds, and banks. Because of their importance,
governments have long regulated the activities of these intermediaries
to ensure sound financial markets, a foundation of secure economic
development. Currently, regulators both here and abroad are considering
reforms that not only might foster more efficient domestic fh~ancial markets,
but also might prepare the way for more equitable global markets.

When not all investors are fully informed about the prospective
returns on all assets, the cost of funds for financial intermediaries
depends on savers’ state of confidence in their investments. Because the
regulations that govern intermediaries affect the price of risk in financial
markets and because this influence varies with economic conditions, the
actions of regulators, like those of the monetary authority, may need to
adjust with economic conditions in order to foster the prudent valuation
of assets. The prompt enforcement of fixed, risk-based capital require-
ments, for example, might diminish the ability of financial intermediaries
to cope with economic shocks. Because capital ratios measure neither the
insurance inherent in intermediaries’ balance sheets nor the capacity of
this insurance to contend with different risks, more revealing assessments
of the safety and soundness of intermediaries should consider how their
earnings and cash flows might change with economic conditions.    37
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Joe Peek and
Eric S. Rosengren

Professor of Economics, Boston Col-
lege, and Visiting Economist, Federal
Rese~’oe Bank of Boston; and Vice
President and Economist, Federal Re-
serve Bank of Boston, respectively.

T he importance of banks for the transmission of monetary policy
has been a major topic in monetary economics for some time, and
several factors have served to heighten that interest recently. One

such factor has been the slower than expected U.S. recovery from the
1990-91 recession, which was accompanied by slow growth in bank
lending. This spawned a substantial literature on regulatory-induced
credit crunches, with a number of studies finding that bank lending
behavior was a major contributing factor to the slow expansion.

A second factor has been the importance of banks in recent interna-
tional economic crises. Japan, Latin America, and Scandinavia have each
experienced major problems in their banking sectors that coincided with
severe recessions. The role of banks in both the crises and the subsequent
recoveries is likely to be the subject of research for some time.

A third factor is the recent (and ongoing) structural change in
banking, wltich may significantly alter the role of banks in the transmis-
sion of monetary policy. As the banking industry and financial markets in
general continue to evolve, it is not yet clear how useful historical data
will be in understanding future business cycle fluctuations. Thus, a major
concern of policymakers must be understanding the ways that changes in
the banking industry and in the patterns of firm finance may alter our
ability to control, or even predict, business cycle fluctuations.

To improve our understanding of the role of banks in the transmis-
sion of monetary policy, the Federal Reserve Bank of Boston convened a
conference in June of 1995 to consider the question "Is Bank Lending
Important for the Transmission of Monetary Policy?" That banks are an
important element in the transmission process is not an issue, because
monetary policy operates through the banking sector. However, the
description of the exact role played by banks remains hotly disputed,
with the debate focusing on the importance of the role for bank lending
as a transmission channel (the lending view) distinct from the generally
accepted channel operating through interest rates (the money view).



The conference was designed to explore the con-
ditions necessary for bank lending to be an important
channel for the transmission of monetary policy. The
first three papers, focusing on banks and bank loans,
examined the conditions necessary for a distinct bank
lending channel to be operative. Charles P. Himmel-
berg and Donald P. Morgan documented that, for
many firms, other debt instruments were not perfect
substitutes for bank loans, providing a rationale for
why bank lending might be especially important for
monetary policy. The second paper, by Joe Peek and
Eric $. Rosengren, showed that both regulatory and
monetary policy could alter the amount of bank lend-
ing, so that the financial condition of banks is an
important factor in determining the size and nature of
the effects of monetary policy that are transmitted
through the banking sector. The paper by Carl E.
Walsh and James A. Wilcox showed that bank lending
can affect output and may indeed have played an
hnportant role in the slow recovery from the most
recent recession.

The final two papers focused on borrowing by
firms, in order to explore the conditions necessary for
a distinct bank lending channel. Simon G. Gilchrist
and Egon Zakraj~ek examined the distributive impact
of the bank lending channel and found that small
firms rather than large firms reacted the most to
tighter policy. Fabio Schiantarelli assessed the meth-
odological issues involved in empirical tests of the
implications of capital market imperfections. He also
reviewed the firm-level panel data evidence from
other countries, finding that in most countries it is the
small firms that bear the brm~t of financial fluctuations.

No clear consensus was reached on the impor-
tance of a bank lending climmel distinct from the more
traditional effect operating through movements in
interest rates, but several themes did permeate the
conference. First, credit market imperfections remain
important for banks and for those firms that depend
on banks for financing. Thus, banks continue to play
an important role in evaluating and monitoring
smaller firms with relatively little publicly disclosed
financial information. However, it was also generally
agreed that this role was likely to diminish as credit
markets became deeper and more liquid, especially
for small firms.

Second, one should not expect the impact of
monetary policy to remain constant over time. Be-
cause the financial condition of firms and banks will
vary over a business cycle and from business cycle to
business cycle, their responses to changes in monetary
policy will also vary. Thus, the impact on the economy

of changes in monetary policy ~vill be sensitive to the
state of firms’ balance sheets and the health of the
banking sector.

Significant financial innovation
and regulatory changes may alter

the future effectiveness of
monetary policy, requiring
policymakers to adapt their

policy actions so as to incorporate
the effect of these structural
changes on the transmission

of monetary policy.

Third, significant financial innovation and regu-
latory changes may alter the h_~ture effectiveness of
monetary policy, reqtfiring policymakers to adapt their
policy actions so as to incorporate the effect of these
structural changes on the transmission of monetary
policy. With the substantial change in financial markets
and financial regulations in recent years, historical data
on the transmission of monetary policy may not neces-
sarily be a reliable guide for current or futttre policy. This
presents a significant challenge to monetary policymak-
ers to remah~ abreast of ~ancial developments and to
modify their policies accordingly.

I. The Role of Bank Lending

The first group of papers explores three condi-
tions necessary for a distinct bank lending channel.
First, to what extent is bank lending special for firms
and, if it is critical for a subset of firms, is that subset
large enough to have a macroeconomic impact? Sec-
ond, if bank lending is special, can we influence bank
lending with monetary or regulatory policy in a way
that affects macroeconomic fluctuations? Finally, if
policy can alter bank lending, will bank lending have
a sig~zificant and predictable impact on GDP?

Is Bank Lending Special?

Charles P. Hilnmelberg and Donald P. Morgan
contend tliat not only are bank loans special but a

4 November/December 1995 New England Economic Review



surprisingly large percentage of firms continue to
depend on banks for financing. They first examine
~vhether banks’ declining share of nonfinancial bnsi-
ness credit has made banks "obsolete." Despite much
previous work emphasizing the dwindling role of

Himmelberg and Morgan
conclude that bank lending

remains an important source of
funds for many businesses, and
one that is not easily substituted
for by funds obtained through
other types of intermediaries
or by debt directly placed in

credit markets.

banks, they show that the reliance of manufacturers
on banks has not declined over the past decade, and
that small manufacturers remain especially dependent
on banks. They also show that while commercial
paper has been a major source of funding for large,
creditworthy firms, 83 percent of firms included in
the Compustat file borrow only from financial inter-
mediaries rather than directly accessing credit mar-
kets. Hhnmelberg and Morgan attribute this depen-
dence on intermediated debt to the fact that financial
intermediaries are better able to monitor borrowers
and enforce covenants. This is substantiated by evi-
dence that issuers of public debt are generally limited
to large, capital-intensive firms, wlvile borrowers de-
pendent on intermediaries are generally small, rapidly
growing high-tech and inventory-intensive firms.

While a large percentage of firms depend on
intermediated debt, they do not necessarily depend on
bank debt, However, for borrowers, the substitutabil-
ity of intermediated debt from alternative sources is
limited by the fact that intermediated debt is to a large
extent a segmented market. Insurance companies pro-
vide primarily long-term credit, to match the long-
term liabilities generated by insurance products. Fi-
nance companies provide short-term credit that is
collateralized by assets with high liquidation values.
Banks, on the other hand, specialize in short-term
credit that is collateralized by illiquid assets or is
unsecured.

The authors conclude that bank lending remains
an important source of funds for many businesses, and
one that is not easily substituted for by ftmds obtained
through other types of interlnediaries or by debt directly
placed in credit markets. Nonetheless, given the continu-
ing evolution of credit markets and financial regulation,
the degree of bank dependence of firms and the degree
of substitutability among alternative sources of credit
may be quite different in the futttre.

Robert R. Glauber agreed that both elnpirical and
theoretical work support the view that a large group
of firms is, and has been, dependent on banks. How-
ever, he was not convinced that this is likely to persist
in the future. In particular, a maturity mismatch
between assets and liabilities for insurance companies
is not much of a barrier to entry into the shorter-term
loan market favored by banks, given the ease of
altering the maturity of loans with new financing
techniques. And, finance companies are becoming
more adept at making cash flow loans as well as
asset-backed loans, which would allow them to make
inroads into traditional bank lending markets.

Raghuram G. Rajan argued that bank-intermedi-
ated debt continues to be important. However, he
shared Glauber’s view that it was likely to be less
important in the fut-ure. He emphasized that if moni-
toring hard-to-evaluate firms was banks’ comparative
advantage, this advantage would be eroded as more
information and inexpensive computers made pro-
cessing information easier and less costly. Nonethe-
less, even if banks continue to lose market share to
other intermediaries, an operative lending channel is
still possible, although it would not necessarily be
lhnited to bank lending.

Do Monetary Policy and Regulatory
Policy Affect Bank Loans?

Joe Peek and Eric S. Rosengren find evidence
consistent with both monetary and bank regulatory
policy altering the supply of bank loans. However,
they emphasize that to the extent a distinct lending
cham~el exists, its magnitude is likely to be dependent
on the financial condition of banks. They provide a
simple static model to illustrate that capital-con-
strained and unconstrained banks react very differ-
ently to changes in monetary policy. In particular,
when capital requirements are binding, the lending
channel is eliminated. Because an increase in the
availability of reserves will not release a binding
capital constraint and allow a bank_to expand, the
increase in transactions deposits associated with the
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increase in reserves is exactly offset by a decrease in
nontransactions deposits at capital-constrained banks.
Using data for New England banks, Peek and Rosen-
gren provide evidence that capital-constrained and
unconstrained banks react differently to changes in the
federal funds rate. Moreover, because so many balzks
in New England were capital constrained in the late
1980s and early 1990s, the total loans aggregate for all
New England banks behaved in the same manner as
that for the sample of constrained banks, failing to
increase in response to lower federal funds rates.

A major implication of Peek and
Rosengren’s findings is that the
capital requirement constraint
faced by banks, as well as the

bank reserve constraint, should be
taken into account in determining
the likely effect of monetary policy.

A major implication of their findings is that the
capital requirement constraint faced by banks, as well as
the balzk reserve constraint, should be taken into account
in determining the likely effect of monetary policy. Both
the nature and the size of the effect of monetary policy
transmitted through the banking sector will be affected
by the financial condition of banks (especially with
respect to their capital) and by regulatory policy. In
particular, the size of the effect operating through the
lending channel will be especially sensitive, differing
from one episode to another as more or fewer bal~ks
come under a binding capital constraint. Thus, it is
critical that, when setting monetary policy, policymakers
tmderstand and take into accotmt the financial condition
of banks and the regulatory enviromnent in which banks
are operating.

R. Glenn Hubbard emphasized that it was diffi-
cult to distinguish fully between the effects of changes
in the federal funds rate on constrained banks and on
unconstrained banks, using only a limited time series
for one region of the country. The limited number of
observations available for the constrained sample se-
verely limits the power of the empirical test. Hubbard
suggested that a more convincing test would require a
national data set, allowing for more regional compar-
isons and providing a better benchmark for uncon-

strained institutions. With the current sample, the
large standard errors make it difficult to draw strong
conclusions from the evidence. Furthermore, the re-
sults face the common problem of isolating loan
supply from loan demand. He cautioned further that
examining bank reactions to monetary policy shocks
was only a small part of the lending view, and that
more complete tests would match borrowers, loans,
and lender characteristics.

Christopher James suggested that a discussion of
banks’ reactions to monetary policy must carefully
consider more than just the leverage ratio constraints.
Two institutional elements that are potentially impor-
tant, but not fully discussed in the paper, are deposit
insurance and risk-based capital requirements. De-
posit insurance is important because it affects the
substitutability between implicitly or fully insured
demand deposits and uninsured large CDs. Risk-
based capital is important because it affects the sub-
stitutability between alternative assets in a bank’s
portfolio, for example, loans and Treasury securities.
Because the degrees of substitutability among alterna-
tive bank assets and liabilities are critical for the
effectiveness of the lending channel, it is important to
understand fully how banking regulations alter those
substitutabilities. Thus, wlzile confirming that regula-
tory policies must be considered when examining the
transmission of monetary policy, James emphasized
that regulations other than the leverage capital con-
straint may be equally important.

How Is Bank Lending Related to Outpnt?

James A. Wilcox presented a paper co-authored
with Carl E. Walsh that examh~es whether bank lend-
ing is related to output, and whether that relationship
has changed over time. They estimate a vector auto-
regression that includes the index of coincident indi-
cators (their proxy for aggregate economic activity),
the change in the consumer price index, the nominal
federal funds rate, the prime rate, and real bank loans.
They assume that shocks to bank loan supply are
reflected in shocks to the prime rate and that shocks
to loan demand are proxied by shocks to the quantity
of real bank loans. They find this identification of
supply and demand to be consistent with results of
both, a structural vector autoregression and the
Choleski decomposition of their basic vector autore-
gression. Consistent with their use of shocks to the
prime rate as a proxy for bank loan supply shocks,
they find that upward shocks to the prime rate (which
they interpret as a reduction in bank loan supply) are
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correlated with increases in bank capital ratios, in-
creases in required reserves, and the imposition of
credit controls in 1980, while these same factors are
not correlated with their proxy for loan demand
shocks.

.-Decomposing the shocks from their vector autore-
gressions, Walsh and Wilcox find that the supply of
bank loans had less effect on bank lending than output
or the federal funds rate but that, nonetheless, shocks
corresponding to changes in capital ratios, reserve
requirements, and deposit insurance fees did affect
bank lending. However, in the early 1990s, reduced
bank loan supply aggravated declh~es in lending al-
ready under way as a result of tighter monetary
policy.

Walsh and Wilcox also relate loan demand and
supply shocks to output and find that these shocks are
not the dominant force in output movements over the
past 35 years. Nonetheless, they do find that output

Walsh and Wilcox find that for
now bank lending remains a

determinant of aggregate
output, even though the bank

lending channel may have
been attenuated by greater

substitutability of other forms of
credit over the past 35 years.

was more affected by changes in loan supply than by
changes in loan demand, and that loan supply was a
factor in the boom in the late 1980s and the recession
in the early 1990s. Although loan supply shocks are
not typically the primary determinant of recessions,
Walsh and Wilcox show that they played an atypically
large role in the 1990-91 recession. Still, over time the
average response of both output and loan volume to
loan supply shocks appears to have declined. While
the bank lending channel may have been attenuated
by greater substitutability of other forms of credit for
bank loans, for now bank lending remains a determi-
nant of aggregate output.

Stephen G. Cecchetti was not convinced that
supply and demand had been appropriately identi-
fied. This is a problem for any empirical examination

of whether bank lending affects output. Because bank
assets equal bank liabilities, distingttishing between
the effects of money (bank liabilities) and loans (bank
assets) is problematic. Looking at interest rates does
not necessarily obviate this problem, because banks
often drop low-quality borrowers rather than raise
interest rates, so that the reported interest rate does
not reflect the marginal cost of bank funds to a
constant quality borrower. In addition, the prime rate
used in this study has changed over the past 30 years
in terms of both what it means and how it is set. Even
without the data problems, Cecchetti was skeptical
that vector autoregressions could be used to distin-
guish shifts of supply from those of demand. To really
understand how monetary policy works through the
banking system, disaggregated micro data, rather than
aggregate time series data, are the most promising
area for future research.

Alan H. Meltzer credited the authors with using
a monthly output measure that appears to be an
improvement over previous studies and with making
a serious effort to show the validity of their meas~Lres
of demand and supply shocks. However, he remained
uncomfortable with the identification of supply and
demand shocks. On the identification of supply
shocks, he was particularly concerned with two char-
acteristics not incorporated in the model, that borrow-
ers can substitute nonbank sources of credit for bank
lending and that banks can substitute nonreservable
deposits for reservable deposits. In addition, the
model is misspecified insofar as it omits both govern-
ment securities and any measure of aggregate reserves
or base money. Furthermore, Meltzer was not con-
vinced that loan supply was a significant factor in the
early 1990s. Instead, the drop in lending was 0_ result
of weak demand due to the recession and of the very
slow rise in bank reserves due to restrictive monetary
policy. His own view is that the effect of bank lending
on output is close to zero: The supply of credit may
have been important when Regulation Q was binding,
but he is skeptical that bank lending has altered
output at other times.

II. The Lending Channel:
Evidence from Firms

For a bank lending channel to be operative, firms
must be unable to easily substitute other sources of
credit for bank loans. Individual firm panel data can
provide evidence of whether financial constraints alter
firms’ investment, employment, and financing deci-
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sions. The next two papers examined whether evi-
dence of financial constraints was present in data for
firms of different sizes, with the second paper provid-
ing an overvie~v of the foreign evidence of the impor-
tance of financial constraints.

The hnportance of Credit for Macroeconomic
Activity: Identification through Heterogeneity

Simon G. Gilchrist and Egon Zakrajgek examine
the role of credit in the transmission mechanism for
monetary policy and as a propagation mechanism for
business cycle shocks. They emphasize the financial
accelerator, which, like the credit channel, relies on
credit frictions. The financial accelerator emphasizes
that the cost of external financing for a firm will
depend on the condition of the firm’s balance sheet.
The premium on external finance should vary over the
business cycle, across different-sized firms, and across
firms with differing degrees of leverage, with these
differences altering firms’ investment financing deci-
sions.

Gilchrist and Zakrajgek ~d that the ratio of the
short-term debt of small firlns relative to all short-term
debt is a much better predictor of future economic
activity than other debt mix variables, such as the mix
between bank loans and commercial paper. They
attribute these results to the effects of monetary tight-
ening, which restricts the ability of small firms to raise
external debt at the same time that large firms are
expanding their debt in response to declining cash
flows and rising inventories.

Gilchrist and Zakraj~ek also examine firm-specific
data and find that leverage as well as size alters firms’
responsiveness to monetary policy shocks. They find
that inventories of high-leverage firms are more re-
sponsive to a reduction of cash flow than those of
low-leverage firms, and that this responsiveness in-
creases during recessions." They conclude that mone-
tary policy has distributional consequences, causing
the effects of monetary policy to be altered by the
financial condition of firms and the distribution of
those firms in the economy. Thus, the impact of mon-
etary policy will change as the composition of firms
and their financial condition change, both over a
business cycle and relative to similar stages of previ-
ous business cycles.

William C. Brainard emphasized that, to the ex-
tent that asymmetric informafion and moral hazard
are still important credit market imperfections, their
importance shottld continue to diminish as the costs of
getting information and monitoring firms decrease. In

addition, such imperfections are likely to be generated
by concerns ~vith ownership and control and with
bankruptcy, considerations frequently not stressed
when discussing the costs of external financing. A
useful line of research would be to better document
the costs of external financing and whether these costs
were likely to vary over the business cycle. If the
responses do vary, implying no~tlinear responses, they
are unlikely to be captured accurately by vector au-
toregressions. If the effects of the financial accelerator
vary over business conditions and across cycles, a
movement to firm-level micro data will be necessary
in order to address these issues.

Stephen D. Oliner concurred that monetary policy
has a much stronger effect on small firms than on large
firms, although we have probably only scratched the
surface on understanding the role played by small
firms in the monetary transmission process. The evi-
dence provides a.fairly strong indication that some
form of a credit channel is at work, but it is not clear
whether it operates through banks or is a more general

Gilchrist and Zakraj~ek conclude
that monetary policy has

distributional consequences,
causing its effects to be altered
by the financial condition of
firms and the distribution of
those firms in the economy.

balance-sheet effect. In fact, because the composition
of debt between bank and nonbank debt changes little
for small or for large finns following a monetary
contraction, the underlying mechanism may be a more
generalized flight to quality for all lenders, rather than
a distinct bank lending channel. While the evidence
that large firms increase their market share of credit
relative to small firms as a result of monetary contrac-
tions may indicate distributional effects, it does not
necessarily tell us much about the aggregate impor-
tance of the credit channel for real economic activity.
Two areas that warrant further investigation are the
nature of bank relationships with small firms and the
role of trade credit.
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Financial Constraints and Invest~nent:
A Critical Review

Fabio Schiantarelli examines the empirical evi-
dence from abroad on the importance of financial
constraints. He begins with an overview of the diffi-
culties faced by any empirical investigation of finan-
cial constraints. The basic approach has been to assess
whether firms likely to suffer from informational and
agency problems show significant departures from
standard models, which are derived under assump-
tions of perfect capital markets and convex adjustment
costs. Such tests are problematic because adjustment
costs are not convex, the absence of perfect capital
markets makes modeling the investment behavior of
constrained firms difficult, and correctly partitioning
the set of firms into subgroups of constrained and
unconstrained firms is not straightforward. While
these difficulties are a problem in any study of finan-
cial constraints, they can be particularly troublesome
when examining international evidence, where the
industrial and institutional structure can be quite
different across countries.

Schiantarelli suggests that future
research attempt to identify the

information and agency problems
that cause external finance to be

more expensive than internal
finance, thus making financial
constraints important for the

transmission of monetary policy.

Despite the difficulties in estimation, Schiantarelli
finds that a number of results appear consistently.
First, information asymmetries and agency problems
generate significant departures from standard models
derived under the assumption of perfect capital mar-
kets. Second, even though financial structures differ
substantially across countries, internal finance re-
mains the dominant source of financing. Third, in
many countries, firms create business groups that
allow the formation of an internal capital market that
supplelnents the capital allocation function of the
external market and improves their access to external

funds, and this access affects the relative importance of
banks. Banks are particularly important in countries
with less developed capital markets, but remain im-
portant even in countries with very ~vell-developed
capital markets, such as the United States.

Finally, the nature of financial constraints can
vary with macroeconomic conditions, the stance of
monetary policy, and the financial condition of firms.
Thus, financial constraints will be influenced by both
the business cycle and structural changes in financial
markets, so they should not be expected to be invari-
ant over time. Schiantarelli suggests that future re-
search should attempt to identify more specifically the
information and agency problems that cause external
finance to be more expensive than internal finance,
thus making financial constraints important for the
transmission of monetary policy.

Steven M. Fazzari emphasized that the financial
accelerator mechanism tested in the literature was not
limited to a bank lending channel. Financial con-
straints also could work through a collateral channel,
with higher interest rates reducing the value of col-
lateral, which in turn would limit a firm’s access to
credit and raise the cost of internal finance, lowering
investment. Alternatively, tighter monetary policy
could reduce firms’ profits, decreasing their cash flow.
With a reduced supply of low-cost, internally gener-
ated funds, firms would reduce investment. Thus, if
a bank lending channel is operative, one should find
evidence of financial constraints, but such evidence
is not sufficient to establish the importance of a bank
lending cham~el. While financial constraints are im-
portant, the source of the constraints has yet to be
clearly identified. Another major challenge remaining
for empirical research on this topic is to separate the
role played by financial variables that influence invest-
ment as a signal for future profits from their role as
a signal indicating whether firms are financially con-
strained.

Donald D. Hester also emphasized the difficulty
in testing for financial constraints. To the extent that
the constraint is attributed to the banking sector, we
must recognize that much commercial and industrial
lending is done offshore and presumably is little
affected by changes in domestic monetary and regu-
latory policy. He also emphasized that evidence of
financial constraints on firms cam~ot be taken as
evidence of the importance of bank lending for the
transmission of monetary policy. In particular, using a
firm’s net worth as a proxy for being constrained
suffers from reliance on a measure of the difference
bet~veen sums of arbitrarily valued assets and liabili-
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ties that are to a large degree endogenously deter-
mined by the firm itself. The difference between two
arbitrarily valued series is likely to contain serious
measurement errors, even if it were the appropriate
proxy for financial constraints.

In addition, Hester notes, if firms feel credit-
constrained, the market has developed substitutes.
Capital-starved firms increasingly can lease equip-
ment and structures, and joint ventures and mergers
with firms with access to credit provide an obvious
way of removing firm-specific constraints that might
otherwise have macroeconomic consequences. In any
case, the serious problems with identifying supply
and demand make it difficult to conclude that the
evidence provides any substantial support for the
proposition that the severity of financial constraints
varies over the business cycle and with the stance of
monetary policy.

IlL Conclusion
The importance of tmderstanding the monetary

policy transmission mechanism has increased with
financial innovations and changes in banking struc-
ture that have the potential to alter traditional chan-

nels of monetary policy. While most colfference par-
ticipants agreed that financial constraints on firms
may have been important in the past, it was less clear
how important they would be in the future. Recent
changes can be expected to alter not only the distribu-
tional impact of monetary policy, but also the magni-
tude of monetary policy effects on the economy.

Financial constraints are likely to be ameliorated
over time as information technology and financial
innovation give even relatively small firms increased
access to national credit markets, but the extent of
changes in the degree of financial constraints faced by
firms will be difficult to quantify. The intensity of
financial constraints will vary both over time and over
business cycles. Separating secular changes in finan-
cial constraints from changes over the business cycle
~vill present a challenge to policymakers attempting to
identify optimal monetary policy.

The pace of financial hmovation is not indepen-
dent of public policies. Regulatory policy, merger
policy, and trade policy, as well as monetary policy,
will affect the role of ba~ks both in the monetary
policy transmission mechanism and in the economy
more generally. Understanding these changes, and
adjusting policy accordingly, will remain a significant
challenge for setting monetary policy in the future.
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Is Bank Lending Important for the Transmission of Monetary Policy?

At the Federal Reserve Bank of Boston’s economic conference on June 11, 12, and 13, 1995, bankers,
economists, and other financial specialists met to discuss whether bank lending should be considered an
important component of the transmission of monetary policy. Proponents argue that changes in bank assets
as well as bank liabilities influence the future course of the economy. Many economists remain skeptical of
the role of banks, however, believing that a focus on interest rates or money aggregates is sufficient for
understanding the transmission of monetary policy. The conference agenda is outlined below.

Is Bank Lending Special?
Charles P. Himmelberg, Columbia University
Donald P. Morgan, Federal Reserve Bank of New York
Discussants: Robert R. Glauber, Harvard University

Raghuram G. Rajan, University of Chicago

Do Monetary Policy and Regulatory Policy Affect Bank Loans?
Joe Peek, Boston College and Federal Reserve Bank of Boston
Eric S. Rosengren, Federal Reserve Bank of Boston
Discussants: R. Glenn Hubbard, Columbia University

Christopher James, University of Florida

How Is Bank Lending Related to Output?
Carl E. Walsh, University of California, Santa Cruz
James A. Wilcox, University of California, Berkeley
Discussants: Stephen G. Cecchetti, Ohio State University

Allan H. Meltzer, Carnegie Mellon University

What Is the Distributive hnpact of the Bank Lending Channel?
Simon G. Gilchrist, Boston University
Egon Zakraj~ek, Federal Reserve Bank of New York
Discussants: William C. Brainard, Yale University

Stephen D. Oliner, Board of Governors of the Federal Reserve System

What Is the Experience from Abroad?
Fabio Schiantarelli, Boston College
Discussants: Steven M. Fazzari, Washington University

Donald D. Hester, University of Wisconsin, Madison

The proceedings, Conference Series No. 39, will be published early in 1996. Information about ordering will
be included in a later issue of this Review.



Casino Development:
How would casinos
affect New England’s
economy?

In 1992, Connecticut becaine the first New England state to allow
casino gambling within its borders. Since then, the region’s other states
have seriously considered whether to follow Connecticut’s example. One
of the most controversial, unresolved issues in these debates has been
the economic effects of casino development. While interest in this issue is
intense, relevant empirical evidence is scant. For this reason, the Federal
Reserve Bank of Boston held a one-day Symposium on Casino Develop-
ment on June 1, 1995, bringing together experts from academia, govern-
ment, Native American nations, and the gaming industry. This special
report summarizes the participants’ remarks.

Copies of Casino Development: Hozo zoould casinos affect Nezo England’s
economy? may be obtained without charge by writing to Research
Library--D, Federal Reserve Bank of Boston, P.O. Box 2076, Boston, MA
02106-2076. Or telephone (617) 973-3397.
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Joanna Stavins

Economist, Federal Reserve Bank of
Boston. Helpful comments were pro-
vided by Katharine L. Bradbmy and
Lym~ Elaine Browne.

Since its beginnings in January 1975, the market for personal
computers has ballooned. Yet the rising tide of demand has not
lifted all boats, as New England and other entrants to the industry

discovered. While some personal computer manufacturers managed to
remain in the market for a number of years, many others left after a short
time. This article examines some of the factors contributing to success in
the personal computer industry, with particular attention to the role of
experience.

Among the article’s findings are that brand effects count for a lot.
Models produced by firms with more experience, as measured by both
years h~ business and numbers of models produced in the past, had
greater longevity than similar models produced by less experienced
companies. Another finding, one that runs somewhat counter to conven-
tional wisdom, is that the more technically advanced models are intro-
duced by the more experienced firms. This appears to be part of a
dispersion strategy, by which established companies offer a variety of
models, thereby avoiding replacing existing models and preempting
top-of-the line market segments. New firms were more likely to concen-
trate their models in a particular market segment and to introduce
models embodying established technologies.

The article analyzes patterns of entry and exit of individual models
in the personal computer (PC) industry. In the case of entry, firms’
decisions about which models to produce are analyzed, with a focus on
asymmetries in location of new products~ between incumbents and
entrants. Who introduces the most technologically advanced models:
entrants or incumbents? Do incumbents preempt the market by segment-
ing it, that is, do they locate all their models in a single market segment,
or do they disperse their models along the product space? The advantage
of incumbents over entrants is also tested in the case of exit. The questions
addressed are whether firms’ reputations and experience helped them



and their models survive in the market longer, con-
trolling for models’ prices and attributes.2

The article begins with a brief history of the PC
industry in the United States, followed by an outline
of some theoretical issues associated with strategic
model locatiou. Previous work iu the area is then
summarized. The next two sections describe the data
used in this stud}, and the way models’ quality is
measured. Then entry and exit results are provided. A
SUlnmary and conclusions follow.

I. History

The n~icrocomputer or personal computer indus-
try in the Uuited States has undergone major changes
in its market structure. The industry has grown sub-
stantially from its beginnings in January 1975, when
the first microcomputer, the Altair 8800, was iutro-
duced. During its early development, the industry
was dominated by a few small-scale companies,
mainly hobbyist-run. Entry into the market was deter-
mined by technological innovation and the availability
of system-colnpatible software. Companies tended to
design their own software, with little compatibility
among systems. IBM introduced its personal comput-
ers in 1981 and dominated the market for several
years. Gradually producers of software and hardware
began separating, with less vertical iutegratiou and
more compatibility alnong products.

The 1980s brought a large number of smaller
firms into the lnarket, making the industry more
competitive. Figure 1 shows changes in the market
concentration in the personal computer industry, as
measured by the Herfindahl index,3 while Figure 2
shows changes in total elnployment in the computer
and office equipment iudustry. By the end of the 1980s,
substantial product differentiation had occurred, with
most firms offering several models, often with several
versions each. Throughout the period, new product
development was the engine of the industry’s rapid
growth. One Massachusetts-based computer manufac-
turer, Data General, claimed a new product or major
product modification every 10 to 12 working days in
1980 (Kuhn 1982, p. 2).

In some high-tech industries, entry by new firms
may be difficult because the existing companies incor-

~ Products and models in the PC market are used interchange-
ably.~

- For a more detailed analysis of this topic, see Stavins (1995).
~ The Herfi,~dahl index is defined as a sum of the squares of the

market shares of all the firms included in a particular market.
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porate their own components that are difficult o1"
impossible to imitate (for example, because of patent
protection). In the PC market, few such technical
barriers to entry were present. Existing technology
typically has been widely available and components
often manufactured by other firms. Despite the seem-
ingly easy entry into the market, however, firm entry
and new product introduction required stink entry
costs, such as establishing retail channels and adver-
tising. With the continuously evolving market, few
companies managed to survive in the market beyond
one or two years. As Figure 3 shows, the majority of
exiting firms were only one 3,ear old.

In industries with firms producing several differ-
ent products such as PCs, indMdual firms need to
decide which models to introduce, not jnst whether to
enter or leave a given market. The situation becomes
even more complicated in the case of firms producing
several products. Incumbent firms introducing new
products must decide whether to replace their old
models with similar new ones (possibly "cannibaliz-
ing" their own products) or to enter new segments of
the market. In other words, firms decide where to
place their new models in a "space" of existing
products. Such spatial location decisions might be

FigL.e 3
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intended to deter entry by other firms. Industries with
firms producing several different goods allow for
analysis of entry and exit of products, and of strategic
behavior on the part of their prodncers.

II. Theoretical Bnckground

In the PC market, a decision about which models
to offer for sale is strategic, not simply technological.
PC components are, to a large degree, produced by
firms other than those that sell complete systems.
Indeed, the technology embodied in microprocessors
and storage devices can be assumed to be available to
any firm at a given time. Each firm chooses which
models it is going to offer, subject to the constraints
imposed by existing technology. Incumbents face a
choice:

(1) They can place all their models in a single
segment of the market, by locating their new
models close to their existing ones. The strategy
allows firms to take advantage of their "local"
scope economies~ but at the same time creates
substitutes for their previous models. This strat-
egy results in market segmentation, where each
firm produces only close substitutes.

(2) They can try to preempt the entire market by
placing their new models further away in prod-
uct space. That way they avoid cannibalizing
their existing models and occupy empty market
niches before entrants do. This strategy leads to
market interlacing, where various firms’ models
alternate.

If existing firms choose the first strategy, they may
steer customers away from their own existing prod-
ucts in favor of their new products. But entering new
market segments is more risky, as it entails incorpo-
rating new technology before it is established in the
market and accepted by consumers.

In the PC market, existing firms have significant
advantages over potential entrants. For example, con-
sumers are more likely to buy familiar brands, and
older firms may have long-term contracts with distrib-
utors, lowering their costs relative to those of new
firms. Because of such considerations, new entrants
may be forced to search for empty market segments to
avoid price wars with more established firms. Hence,

4 Economies of scope exist when it is cheaper to produce
seve,’al products jointly than each one separately. For example, it
may be cheaper to produce screws and nails together than each in a
separate establishment, since the bulk of the inveshnent (factory,
machines, labor) has already been made.
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incumbents would be expected to distribute their
lnodels along the eutire spectrum to make eutry by
new firms difficult) Under this scenario, incumbeuts’
models will be more dispersed in product space than
new entrants’ models.

IlL Previous Research

Beginning with Hotelliug’s (1929) model of spa-
tial location (see the box), several theoretical models
of eutry deterrence and preemption in a multifirm
market have been developed. In Hotelling’s model,
two ideutical firms locate next to each other aloug a
line. The results change in the case of heterogeneous
firms, seqnential entry, and companies producing
several products, but few analyses deviate from the
standard assumptions.

The results of the theoretical studies are inconclu-
sive. While some support the market segmentation
sceuario, others conclude that market interlaciug is
more likely. The resnlts depend heavily on the as-
sumptions of specific models, such as number of
competitors, order and timiug of their entry into the
market, whether they produce one or more goods, and
whether the products are identical or differentiated.
The market segmentation results are shown in
Schmalensee (1978) and in Eaton and Lipsey (1979). Iu
Schmalensee (1978), the market was dominated by a
small number of colluding firms, which localized their
brands in order to deter entrants most effectively. In
Eaton and Lipsey’s (1979) model, an iucumbent mo-
nopolist in a growing industry iutroduces a snbstitnte
for his own product before an entrant does, iu order to
preempt the market.

Market interlaciug results from the models of
Bonanno (1987), Spence (1976), and Brander and Eaton
(1984). Bonanno (1987) showed that with no threat of
entry, existiug firms would locate as far away as
possible from each other. If they faced a threat of
entry, incumbents would deter entrants by greater
product dispersion, in order to create competition iu
all market segments aud make entry tmprofitable. In
Spence’s (1976) model, a firm would uot offer substi-
tutes for its owu product, as that would lower demand
for its existing commodity. The firm would opt for

~ Some theoretical studies predict that an existing firm produc-
ing seve.’al products will preempt the entire market with its own
products. See, h}r example, Prescott and Visscher (1977), Eaton and
Lipsey (1979), Eaton and Kierzkowski (1984). However, since it is
costly to introduce new models, incumbents must limit the number
of models they market.

Hotelling’s Model of Spatial Location

The idea of spatial location of firms began
with Hotelling’s (1929) model. In his model, two
ice cream vendors (1 and 2) decide where to
locate along a single street. The vendors are
identical in all respects (they offer an identical
product at the same price), except for their
location. Every block has the same number of
consumers, each buying one ice cream cone.
Consumers care ouly about proximity to tim
vendor--they ahvays buy from the nearest one.

In the picture below, person A will prefer to
buy from vendor 1, while person B will choose
vendor 2. Person C, located equally far from the
two vendors, is indifferent between them. Where
should the vendors locate to maximize their
profits? Each wants to be closest to the highest
possible number of consumers, whatever the
location of the other vendor. Each vendor also
assnmes that the other will remaiu in his current
location. In the picture below, vendor 2 would
locate just to the right of vendor 1 (because then
everyone to the right of vendor 1 would buy
from him), while vendor 1 would locate just to
the left of vendor 2 (because then everyone to the
left of vendor 2 would buy from him). As a
result, the two vendors would get closer and
closer to each other. In the end both vendors
would locate in the middle of the street, each
serving half of the city resideuts. The Hotelling
model explains why fast food veudors and gas-
oline stations often locate on the corners of the
same intersection. Although Hotelliug used geo-
graphic space, his model could also be applied to
characteristic (quality) space and the locatiou of
individual products in that space.

A C B

1 2

more distant products instead. Brander and Eaton
(1984) showed that with no entry, a segmented market
structure yields higher profits, but a possibility of
eutry reverses the result.

The theoretical results are thus inconclusive. Em-
pirical analysis is clearly required, but no previous
empirical papers have measured the degree of model
dispersion by firms.
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IV. Description of the Data

The data set includes annual prices and technical
attributes for new personal computers sold in the
United States from 1976 to 1988P For each observation,
the data include a set of technical specifications and a
price, as well as each model’s name and its producer.
Table 1 lists the major attributes and their descriptive
statistics.

Sick
PC Vadal)le k&~an I-)eviali,:;~ Min. [via:<.

I~rice (dollars) 27?6 21 It) -1() 13t~9[~

Clock Spee(I (MHz) 7./5 ,I.81 ,5 25

NuHtl:,e~ of Floppy Ddves 1.0/ .61 0 3

Number of Slols ,I.72 3./2 0 22

DLIIIIIIlies:
16-bil Processol .48U .5~)ll

:32-1 ~il Proc;ess,:;~ .12.4
B&W lvloHitor .-108 ..192
Color Mo~ fitor .028 .166
Po~ lal)le .156 .303
Adclitio~]al Harclwa~ e .018 .1
DiscouNt Price .278 ,448

The definition of a modelchanged over time.
Initially, models did not carrydiscrete options for
memory, storage capacity, and the like; rather, models
had fixed specifications. Towards the end of the sam-
ple period, however, most lnodels conld be custom-
ordered with alternative configurations of memory,
speed, and hard disk capacity. However, firms still
had to make the strategic decision of whether to
introduce a new model or continue the old one with
new specifications. Introduction of a new model car-
ties a fixed cost of a new design, marketing, and dealer
arrangements. The sample has 134 firms and 472
models.

V. Measuring Quality

Personal computers are vertically differentiated
prodncts, composed of a variety of characteristics.;
Each attribute is measured in different units. To corn-

pare locations of many different models in an imagi-
nary product "space" (similar to Hotelling’s street), it
is necessary to adjust for differences along several
dimensions. This study summarizes the most impor-
tant attributes in a single "quality" measure. After
each model is assigned a quality measure, the models’
location along a line can be compared. Each PC model
m is assigned a single-dimensional quality q,,, equal to
the weighted sum of its specifications :i,,,, (with j = 1,
.... ]), with weights ~iP

/

i=1
(1)

The weights /3i should represent the marginal value
that consumers and producers place on the jth at-
tribute, which can be approxin~ated by the estimated
marginal implicit prices from a hedonic regression
(see the box).

Hedonic Regressiou

Table 2 reports hedonic regression estimates of
coefficients on major technical attributes, producer
dummies, and age of each model, based on how they
contribute to real prices of personal computers." For
each model m, produced by firm i in year t, the
hedonic regression is:

In P,,,i, = /3o + /3i + /3, + /3~ ln(RAM,,,i,)

+ " "" + /3i AGE + ... + e,,,i, (2)

where /3i (J = 1 .... ]) indicates an estimated coeffi-
cient on the jth characteristic. Most coefficients on the
technical attributes are positive and statistically signif-
icant, indicating that adding an extra unit of storage
(hard disk), memory (RAM), or speed (MHz) raises

" The data were originally collected by Cohen (1988) and later
updated by Kim (1989). Sources include technical model reviews in
June issues of Byh’, PC Maga:ine, and PC World for list prices and
attributes, as well as ads in the Business section of lune Sunday
issues of The New York Times for discount prices.7 Products are said to be vertically differentiated if all consum-
el’s agree on which products they prefer when all the prices are
equal. For example, most consumers would choose a Cadillac over
a Chevy if their prices were the same. By contrast, products are
horizontally differentiated if tl~e optimal choice depends on con-
Stlmer tast~. For example, SOllle COllSUlllers would choose a l’ed cal-,

while others may prefer a blue one.
~ The indexis a valid approximation of the correct quality if

product characteristics are separable, that is, if a change in one
characteristic does not affect the impact of other characteristics on
quality. See Triplett (~987) for details.

.... Real prices" indicates prices in 1982 dollars.
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He,tonic Estimation

Hedonic regression is used to estimate the
relationship between product prices and the at-
tributes of respective products. The estimated
coefficients on attributes in the hedonic equation
represent marginal implicit prices of each at-
tribute. For example, to find out how much more
would be paid for an additional cubic centimeter
of engine capacity in a cal" (how much the market
has judged that cubic centimeter to be worth),
one could estimate a regression of automobile
prices on engine capacity, size of wheelbase,
number of cylinders, horsepower, a set of dummy
variables iudicating whether a car has anti-lock
brakes, power doors, and air conditioning, as
well as its make. A coefficient on the engine
capacity variable would indicate the price of an
additional trait of capacity, holding all the other
measures constant.~° Similarly, in the case of
personal computers, a hedonic coefficient on
clock speed indicates the implicit price of an
additional megahertz of speed, even if units of
speed are uot offered for sale. Hedonic coeffi-
cients represent the value attached to each at-
tribute by the market, encompassing both de-
mand for a particular characteristic and the
additional cost a company has to incur to add an
extra unit of that attribute. Hedonic coefficients
are used as weights for the quality measure
shown in equation (1).

the price of a PC. Strong brand effects also show up:
PCs manufactured by major firms command a higher
price thau similar machines that carry lesser, un-
known braud names, controlling for other attributes.
The reason for the braud effect is that reputation aud
name recognition may raise the established firms’
value to consumers. By contrast, 3,ear dummies
(which indicate the average difference in price be-
tween each year and 1976, controlling for other at-
tributes) have negative coefficients. The estimated
coefficients on year dummies indicate that PC prices
dropped sharply year after year, controlling for qual-
ity and brand effects. In earlier research, Berudt and
Griliches (1993) found that quality-adjusted prices of
PCs declined by an average of 28 percent per year.

See, for example, Griliches (1971 and 1988) for a discussion of
hedonic estimation.

Intercepl 6.517 47.60
log (Hard 13i,-~k) .16,1 19.6,1
log (RAM) .336 18. I0
log (MHz) .228 5.82
log (Numl~e~ o| Floppy Drives) .370 7.98
log (Number nf Slots) .087 4.38
Model Age .055 3.95

Attribule Dummy Variables:
Black & White Monilor .068 2.53
Color Monitor .126 1.93
Discounl Market -.274 9.86
Extra EcluiP~ nenl .222 2.68
Porlable .224 5.66
16-1?it Processo~ .2~18 7.24
32-bit Processor .575 9.59

Producer Dummy Variables:
Apple .181 2.67
Atari -.561 - 7.66
Commodore .388 6.23
Compaq .338 6.51
IBM .037 .75
NEC .140 2.25
Radio Shack - .010 -.45
Zenilh .244 3.78
Wyse Technology .040 .54
Epson -.117 - 1.53
Kaypro .098 I. 18
NCR .319 4.04
No~lhgate .192 1.94

Year t97~ -.572 -3.45
Year 1978 -.823 -4.77
Year 1979 -.924 -5.85
Year 1980 -.985 -6.44
Year 1981 - 1.212 7.79
Year 1982 - 1.452 -9.46
Year 1983 - 1.918 - 12.80
Year 1984 1,948 - 12.89
Year 1985 - 2.375 - 15.30
Year ~986 2.799 -17.76
Year 1987 3.125 - 19.62
Year 1988 --3.50~ 21.45

R::= .759 F = 115.7 N = 1436

Quality Space

To reduce several attributes to a single-dimen-
sional measure, a single number representing quality
was assigned to each PC model. Quality was mea-
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snred as a weighted sum of each model’s attributes,
such as storage, memory, and speed. The attribute
weights,/3it, were derived from the hedonic estimation
described above. Since implicit prices of technical
attributes of PCs declined significantly over the period
covered by the data, a separate hedonic regression
was estimated for each year. The equation in Table 2
is therefore illustrative only and represents average
coefficients on attributes over time.

VI. Entry

Both incumbent and entering firms mal<e strategic
spatial location decisions when they introduce new
models into the market. Existing finns try to keep
potential new entrants away, that is, to deter future
entry. In industries where each finn produces a single
product, the optimal strategy is for firms to distribute
themselves evenly in the product space so as not to
leave any empty spaces for new entrantsJ~ Such a
strategy is lnost likely to prevent potential entrants
from coming into the market. But in the case of firms
that produce several different products, such as the
PC industry, an existing firm must decide where to
place its new models relative to the existing models,
taking into account not only potential entrants’ prod-
ucts, but also possible effects on the demand for its
own products.

Dispersion among Models

A measure of within-finn model dispersion was
constructed to test the hypothesis that il~cttmbents
spread their new lnodels along quality space more
than entrants.~2 For each firln, the withil~-film disper-

11 See, for example: Bonanno (1987); D’Aspremont, Gabsze-
wicz, and Thisse (1979); Hay (1976); and Schmalensee (1978).

~ ~ is a measure of within-firm dispersion:

E
{ri/- M. , where O,

q,,,, is quality as described in equation (1), and t~da is the lmlnber of
lnodels produced by firm i in year t. ~ is the total dispersion of all
the models in year t:

Nt       , where ~,- Nt
and N~ is the total lmmber of models produced by all firms in year
t (Nt = ~i Aqlt)" Nit is the relative dispersion index: Ri~ = (~,/~).
Only firlns with at least two models on the market were considered
in lhe dispersion analysis.

L

h]cumbel]ts

Entrants

sion measure was compared with overall dispersion in
the PC market in that year to obtain a measure of
relative dispersion--that is, the degree to which a
firm’s models were dispersed in the quality space
relative to those of other firms.

As can be seen from Figure 4, incumbents had a
consistently higher model dispersion than new en-
trants, consistent with the hypothesis. The dispersion
was also higher for older firlns, on average, as can be
seen in Figure 5. The difference could not be attributed
to the fact that new firms introduce fewer models; the
dispersion measure controls for the number of mod-
els, and firms that came in with only one model were
not included in the dispersion analysis (they had no
dispersion).

Econometric estimation was used to determine
whether dispersion changes continuously with the age
of firms or asymmetry exists between entrants and
incumbents, and whether firm experience accumu-
lates with years on the lnarket or with the number
of models a firm has produced. Table 3 shows the
estimated relationship between the relative dispersion
index and a set of factors that might explain firm
decisions regarding the spatial location of their models.

Older firms (FIRMAGEit) with more model expe-
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Figu~ e 5

19761o 1988

.I

5 7 9 II

rience were indeed more likely to have higher model
dispersion and thus to "cover" the whole quality
spectrum. The result is consistent with persistently
strong brand effects in the PC iudustry. Once a firm
established brand recognition, it utilized it to cater to

Va~ ial)le Coeflicienl t-Statislic
Inlercept -.017 -.29

ENTRANT~ .043 .90

FIRIvlAGE,~ .051 4.23

PIONFIRM, .102 1.88

NMOL)CUIvI,.~ , .019 2.98

[’,lLJivll-II:llvi~ ~ .001 .75

NLIII ~ber of ol)se~vatio~ is :]23

}~dr t. EFI IRAIq I du~ nmy equals I il ii~ m is an enhant; FII~MAGE is f, n fs
age: PIONFIHM dun]my eq~*als 1 il firm is "lfinneedng." Ihal is, il it eve~

bet <,i iiiutJoI5 hll]l has inlro~luce~l I.)efulb cIIrrelll yedl; alld [,~L IIvlFIRM is

all market segments. For example, once Zeos got a
reputation for its quality and service, it diversified by
introducing more advanced models, such as porta-
blesJ3 At the same time, the established firms contin-
ued their production of technologically "obsolete"
models, thereby expanding their model spectrum over
time.

Regardless of a finn’s age, the more "experience"
it had (as measured by the uumber of lnodels it had
marketed iu the past, NMODCUMi,t_~), the more
dispersed were its models. The effect may be due to
the fact that the more models a firm produces, the
more established is the firm’s reputation and the
larger are its cost advantages due to economies of
scope. Those advantages were reflected in the firm’s
strategic decision to disperse its models through prod-
uct space.

Leat ~.f~ ogg~ng

A popular belief is that new entrants in high-tech
markets "leapfrog" existing firms by being first to
introduce the most advanced technology. This hy-
pothesis was tested for the PC industry by comparing
quality of new models introduced by incumbeuts and
entrauts. If the popular belief were true, new firms
would be the ones to introduce the most advanced
technology. As Figure 6 shows, however, the opposite
turned out to be true iu the PC market: On average,
new models introduced by incumbents were of higher
quality than those introduced by new entrants. Thus,
while existiug firms were typically first to offer the
most technologically advanced products, new firms
located their models in more established market seg-
ments. New finns may not be able to afford the risk of
being first in uew market segments.

VII. Exit

Despite the industry’s growth since its begiuniugs
in the 1970s, firms and models have coutinually left
the market. Some firms’ models may tend to stay in
the market longer because of those firms’ reputations
or economies of scope due to learning effects. But
model exit can also be due to individual model effects;
a model may be overpriced relative to other models

~3 Similar effects can be observed in other markets. For exam-
pie, once Cuisinart established its reputation as a maker of food-
processors, it took advantage of the brand recognition and began
marketing other products, such as pots and pans, with a Cuisinart
label.
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Figure 6
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with similar attributes. Regression analysis can quan-
tify how important the two types of effects were in
inducing the exit of PC models from the market
during the 1976-88 period.

Firm Effects

Firm-specific reasons for model exit may be re-
lated to the firms’ order of entry into the market. They
may be associated with what Schmalensee (1982)
called "pioneering brands." He showed that coming
in earl), pays off: Customers are more likely to con-
tinue buying the brand they recognize, even if a new
entrant introduces a cheaper version of the same
product. If costs of s;vitching away from incumbent
producers in the PC market turn out to be high, new
entrants’ models would fail to gain market share and
would tend to leave the market first. Brand loyalty is
more likely to attach to firms than to individual
models, since with rapidly advancing technology cus-
torners are unlikely to make repeat purchases of the
same model.

A firm’s long market tenttre (due to otttstanding
management, for example) also gives it a potential
advantage of accumulated experience. Likewise, pre-

vious investment in advertising and R&D may make a
firm’s models more likely to remain in the tnarket than
similar models by other firms. ~

Model Effects

To accoLtnt properly for the firm effects and to test
whether established firms had advantages over new
entrants in model exit, individual model effects have
to be controlled for. Previous work supported the idea
that higher-priced models have something customers
are willing to pay for, even if the "something" cannot
be observed in available data (Trajtenberg 1990; Berry,
Levinsohn, and Pakes 1995). However, high prices
may also indicate that a particular model was simply
overpriced given its attributes. Since coefficients on
model attributes in a hedonic regression represent
both costs of productiol~ and valuations of attributes
by consnmers, those coefficients can be used to calcu-
late a predicted model price, with which the actual
price can be compared. ~5 The difference can have two
distinct interpretations: (1) a markup of price over
cost, thus measuring over- o1" underpricing of a model;
or (2) some unmeasured quality of a model. These
differences are used here as a measure of relative
overpricing of PC models (holding their attributes
constant) to test whether overpriced models are more
likely to exit the market.

A~alysis

On average, models that exited the market had
higher prices relative to prediction than models of the
same age that stayed for at least one more year (Table
4). However, firm-related factors also appear impor-

~4 A firm’s models may leave the market simply because the
firm goes out of business. In order to isolate that effect, this study
separalely analyzed models produced by continuing firms only.

~:~ The difference between the actual and predicted prices is
equal to the hedonic residuals.
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rant in determining exit, with inculnbent firms baying
an advantage over new entrants: As Table 5 Shows,
over 40 percent of the models leaving after their first
year on the market were produced by new firms. Over
one-third of the models that left after their first year
were produced by new firms that themselves left the
market. The causality of events could go in either
direction: Firms might have exited because of their
poor management and high costs, but they also might
have left becanse their models were inferior.

The probability that a model exited in a given
year was estimated (in logit form) as a function of firm
and model characteristics, including measures of
model overpricing (Table 6). The coefficient on the
difference between predicted and actual price (RESID)
is both positive and significantly different from zero,

fal~,le ~~
Prol~abilily 0/: Model’s E:vil," 1976 Io 1°°°~:,,_,o

Vada ~le C( e/iirzient I-Statistic

Intercept - .285 - 1.50
RESID.,,~ I.,121 3.56
Fq F_ S SIGN, ,,t I. 142 2.23
FIHMAGE, -. I 15 - 2.91
EN-FRANT,~ .440 2.16
MODELi,,GE,,,, .21 I ,’3.25
NMODCUM,.~ , .095 5.86
PIONFIRivI~ - 1.586 - 7.6 I
PIONMODEL .... .367 I .t 5
N 1092
chi:: 133.04
log likelihood - 681.14
"Dependenl vat ial-,le is Ilia prob:lbihlv of exil of model m by hrm i, ill yeal
t. IRESID is resirh cd front annunl he& ~nk; ~egressions: REbSIGN is signed
residuLil square ( ~ I,~r i~osihve, - ior ilagali,/e); FIRIvICGE is lirm’s age;
/vlODELAGE is moclel’s uge: find blMODCUM is rlumher ot models Iim~

Table 5
Exit of Models am7 Firms .from PC Market,
1976 to 1988
Over 40% of models lhal left the mad,:et in their lirs[ year were
9roduc:ed by r~ew firms...

bJumbe~ o[
FimYs Age Models Percent

1 112 41.79
2 38 14.18
3 35 13.06
4 25 9.33
5 25 9.33
6 14 5.22
7 3 1.12
8 11 4.10
9 2 .75

11 3 1.12

Total 268 100.00

.. and mosl of lhose tim ~s lefl the market tl-~emselves

Age o1 Fi,n Number of
at Exit ivlodels Percenl

1 99 36.94
2 43 16.04
3 39 14.55
4 26 9.70
5 26 9.70
6 14 5.22
7 4 1.49
8 12 4.48
9 2 .75

11 3 1.12

Total 268 100.00

indicating that the difference captures model overpric-
ing rather than unlneasured value to cousumers, and
that overpriced models are indeed more likely to exit
the market. The second variable, however, indicates
that the marginal effect of the difference dilninishes as
the difference gets bigger (plus or lninus).~6 The size of
these two coefficients can be interpreted as follows: If
a firm doubles the price of its model without changing
the model’s attributes, its likelihood of exiting rises.
How much it rises depends on its previous likelihood
of exiting: If the model’s likelihood of leaviug the
market was 0.25, doubling the price will raise it to
0.33; if it was 0.5, it will be 0.6; and if it was 0.75, it will
now be 0.82J7 When an interaction term of ENTRANT
and RESID was included in the model, the coefficient
was positive. That indicates that when new entrants

~ The difference between positive aud uegative residuals is
captured by the signed residuals squared (RESSIGN, +~2 for
positive residuals, -e2 for negative ones). Since the signed residuals
squared coefficieut is uegative, the residuals’ effect diminishes as its
absolute value grows larger.

w If a firrn doubles the price of its model without chal~giug the
model’s attributes, the hedouic residual on the lnodel will iucrease
by 0.693. Because the probability of model’s exit is estimated usiug
the logit model, it follows that

Pr(exit) --
Pr(no exit)

All increase ill the residual by 0.693 will in turn translate iuto an
iucrease iu the lnodel’s probability of exit froln the market relative
to the previous probability of exit:

1.5 Pr0(exit)
PQ(exit) 1 + 0.5Pro(exit) "
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overprice their models, they increase the likelihood of
their models leaving the market even more than that
of incumbents that overprice.

The FIRMAGE coefficieut is negative and signifi-
cantly different from zero, indicating that older firms’
models are less likely to exit than younger firms’
models. Two explanations of the advautage are possi-
ble: Either the longer the firm has been on the market,
the lower are its costs (due to learning effects),~s or
consumers develop braud loyalties and buy models
mal~ufactured by firms they trust. If the former is true,

Brand loyalty and reputation
apparently allow firms to compete
successfully in the market despite

some overpriced models.

a firm’s costs decrease as the firm gets more estab-
lished. In that case, an older firm’s models would be
cheaper and the difference between predicted and
actual price lower. Since no snch difference exists
between newer and more established firms, the brand
loyalty explanation for firm effects seems more plau-
sible than the learning effect theory. Furthermore, new
entrants’ lnodels are more prone to exit the market
even controlling for firln’S age, as shown by the
positive and siguificant coefficient on the ENTRANT
d n m nay.

Another iuteresting question is whether selling
overpriced models makes a firm drop out of the
competition. There is no evidence for that: The corre-
lation between a firm’s overpricing and its probability
of exit or its number of new models is not significantly
different from zero. Thus, brand loyalty and reputa-
tion apparently allow firms to compete successfully in
the market despite some overpriced models.

VIII. Summary and Conclusions

Following developments in the persoual com-
puter industry over time is no easy task. The industry
has undergone tremendous changes with technologi-
cal innovation and new product development, and
continuous movement of firms and products into and
out of the market. What can be learned h’om observing
those changes? Does firm behavior follow certain

patterns? Which fil’lnS are first to embody the most
advanced technologies in their models when initially
developed: existing firms or new entrants? Do firms
preempt the market by gathering all their products in
a single segment of the market, or do they disperse
them along the product space?

This study uses data on prices and attributes of
individual PC models sold in the United States be-
tween 1976 and 1988 to analyze patterns of model
entry and exit. Application of hedonic coefficients as
weights on individual model characteristics allows
computer models differentiated in many attributes to
be projected onto a linear quality scale. Such a linear-
ization allows comparisons of model selection across
different firms and over time. Contrary to popular
belief, the findings indicate that new entrants do not
"leapfrog" existing firlns in the introduction of new
technology. Incumbent firms offer the most technolog-
ically advanced products, while new entrants locate in
more established market segments. At the same time,
incumbent firms take advautage of their brand recog-
nition and continue offering their older models. As a
result, incumbents’ models tend to be more dispersed
throughout product space thau entrants’ models.

Firm effects were also significant in determining
the probability of a model’s exit. In particular, older
firms were more likely to keep their models from
leaving the market. New entrants were particularly
vulnerable; their models were more likely to exit the
market than other firms’ models, even controlling
for overpricing and firms’ age. The study also finds
that overpriced models are more likely to exit the
market, regardless of the age and experience of their
producers.

Despite large differences among PC models, per-
sistent firm effects were documented in all parts of the
study. Those effects cannot be explained by the mod-
els’ characteristics. Firms gain their advantage over
time; the older the firm, the more likely it is to be
successful. The advantage could be due either to
learning effects (tenure on the market lowers firms’
costs) or to firms’ reputations stemming from brand
name recognition. This study found no conclusive
evidence for the learning effects, but strong evidence
that established firms gain brand name advantages.
The results show that established firms use their

~’~ Because model-specific fixed costs decrease with the number
of models introduced (due to increasing returns to R&D, advertis-
ing, and retail agreements, for example), the older the firm, the
lower are its costs of model introduction. The decrease in costs
associated with cumulative output is consistent with Lieberman’s
(1984) result.

November/Decen~ber 1995 New En,~land Eco;tomic Review 23



advantage to preempt the market by dispersin,g their
models along quality space.

Those results shed light ou firms’ behavior in
industries with firms producing several different
products. Brand recognition is very strong, even in
such a rapidly evolving market as the PC industry.
Therefore, firms should benefit from aggressive mar-

keting strategies early on. Once their brands are
established and their uames recognized, they may try
to redeem some of the early investments. On the other
hand, consun~ers are more likely to get better deals by
buying products manufactured by new entrants,
which often offer promotions and discounts to get
their foot in the door.
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l °n recent years international trade has flourished m a category
heretofore considered largely nontradable. Services are being ex-

¯ changed across national boundaries in unprecedented volumes, with
growth rates exceeding those for trade in merchandise. The phenomenon
has attracted growing attention both from impartial analysts and from
government officials seeking to expand their countries’ exports.

What is the nature of this trade, and what accounts for its growth?
Which countries compete most effectively in the trade? What govern-
ment barriers obstruct it, and are they to be significantly lowered
under the Uruguay Round trade agreements? These are the primary
questions addressed in this article, which gives special attention to the
United States.

I. The Nature of Services
In economic theorizing, services, unlike goods, have commonly been

treated as nontradable across national boundaries. The hackneyed illus-
tration is the haircut; nobody has yet shipped one across a frontier (or,
to our knowledge, across anything else). Yet services have long been
included among the international, or "cross-border," transactions re-
corded in every nation’s balance of payments.

This paradox arises from the differing concepts of services employed
in elementary economic theory and in balance-of-payments accounting.
The archetypal service of international economic theory--the haircut--
does not flow across national borders. However, the providers or
recipients of such services do cross the borders; and by the principles
of standard balance-of-payments accounting, a cross-border, or interna-
tional, transaction takes place if a resident of one country provides a
service for someone whose residence is in another country, regardless of
where the service is rendered. Thus, if a U.S. barber trims a Canadian’s



Tal)le 1

Worht McrchaHdise mid Services E.vl~mls, 1986-87
1992-93"

D, ~llars) Cl~ange I-]a(io (.d Set vices

1092-93 1992-93 1986-$7 1992-93

1 oral
Merci ~andise 2,132.7 3,575.0 68
Services 5 t 5.4 !]67.8 8hi .24 .27

Industdal Counhies
Merchandise    I,$70.2 2,5J7.::1 62
Services 407.1 7.12.6 82 .26 .29

Develol)i~ ig Countries
Merchandise     562.4 1,027.8 83
Services 107.0 22,4.0 109 .19 .22

"Et.:,r:lL~ding couiltlios of ih(+ Ion ne~ Soviel I Inion, e.:cel+l I]stonia in 15i[~2-93.

Pall ’) Table B-1.

as a good. Similarly, architectural
drafting is classified as a service,
although blneprints surely are
used as goods.

In practice, the analyst of inter-
national trade in services has little
choice but to accept the definitions
used in preparing balance-of-pay-
ments reports, the basic source of
data. While some of these defini-
tions seem questionable, they
present much less of an obstacle to
analysis than does the dearth of
detailed data.

H. Growth and
Composition of the Services
Trade

hair, accurate balance-of-payments accounting would
record an export of a U.S. service to Canada, whether
the Canadian receives the haircut in the United States
or gets it in Canada from a visiting U.S. barber.

Moreover, unlike the haircut of elementary eco-
nomics, some services, such as telecomlnunications,
actually do flow across national borders. These too,
of course, are counted as balance-of-payments trans-
actions.

A service is often distinguished from a good by
its intangibility and nonstorability. A more precise,
and oft-quoted, definition was offered by Professor
T.P. Hill in 1977:

A service may be defined as a change in the condi-
tion of a person, or of a good belonging to some economic
unit, which is brought about as the result of the activity
of some other economic unit .... Services are consumed
as they are produced in the sense that the change in the
condition of the consumer unit must occur simulta-
neously with the production of that change by the
producer: they are one and the same change .... the fact
that services mnst be acquired by consumers as they are
produced means that they cmmot be put into stock by
producers.

Distinguishing a good from a service can be
difficult, however. For example, legal work is gener-
ally considered a service, in both balance-of-payments
and other economic accounting, but much legal effort
can be condensed into a "brief," which may be viewed

Statistics on trade in services
leave much to be desired. Because
of their intangible and nonstorable

qualities, services are less easily detected and mea-
sured than goods. To record "cross-border" haircuts,
for example, would reqnire a customs service of
ur~comnlon zeal. Moreover, ctlrrer~t procedures for
collecting and classifying trade data were designed
primarily for goods rather than for services, which
until recently had attracted much less attention. Still,
the numbers that are available do permit considerable
insight.

According to the latest data, nominal growth in
world trade in services has substantially outpaced
that in merchandise in recent years, as illustrated in
Table 1. This observation applies to both developing
and industrial countries. For the world, exports of
services now are more than one-fourth the size of
merchandise exports. To what extent the faster
increase in services reflects swifter price rises rather
than volume growth is unknown, since price data
are nnavailable.

The increase in services exports has been far
greater for some counh’ies than for others. Among the
"Big Sever(’ industrial countries, the United Kingdom
experienced the lowest increase--36 percent--over
the period from 1986-87 to 1992-93, while Italy had
the largest--125 percent (Table 2). Considerable vari-
ation also occurs in the relative importance of services
exports, with services being only about one-tenth as
great as merchandise exports in Canada and nearly
half as great in France. For countries that specialize in
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Table 2
Merchandise amf Services E.vporls:
Perce~tn,w C1.7ut~es am] Relalive Size, by
Seh.’ch’d Cotmtries, 1986-87 to90~

Percenlage Ralio of Se~vi,-:es
Cha~ Lqe to lvleml la~dise

1986-87 to
1 .]9~.-.~, 1986-8~ 199~-9J

United States
Merchandise
Sea,]ices

Canada
Merchandise
Services

Japan
Merchanclise
Sewices

Fraace
Merchaadise
SenAces

Germany
Merchandise
Sewices

Ilaly
Merchanclise
Sewices

United t<ingdom
Merchandise
Sewices

OiI-Expo~ling Oounlries
Merchandise
Sewices

Non-Oil Developing Countries
Merchandise
Sewices

89
93 .35 . :~

59
91 .12 .15

61
108 .36 A 7

51
49 .19 .l~q

62
125 .24 .33

56
36 .34 .29

71
144 .05 .07

85
107 .22 .25

"Excluding counhies ol lhe fom~er Soviel Union, excepl Eslonia in 1992-
9:3.
Source: Inlernalional Monela~3, Fund, Balance of Payments Statistics
~¢~oHxx~l,. 1993 and 1994. Pad 2. Tables C-1, C-2.

exporting oil, services provide only a small fraction of
total export receipts.

For all countries combined, nearly all categories
of services exports have increased by very large per-
centages in recent years (Table 3). The one exception is
the smallest category, "Other official services," which
includes such transactions as the provision of housing,
office space, rental cars, and other items to foreign
diplomatic and military personnel stationed within a
country. The most rapid growth has occurred in the

largest category, "Other private services," which em-
braces a variety of transactions. Prominent among
these transactions are incomes earned by the residents
of a country from the following sources: employment
in a foreign country; leases of eqnipment, fihns, and
other tangible assets to residents of a foreign country;
royalties and license fees from foreign residents in
return for the nse of patents and copyrights; and
communications services, advertising, brokerage,
banking, insurance, accounting, and other technical,

Fable 3

l-Lvt~orls ql &’~vices: I~erceula,w Chauges
amt Composiliou, by &’h’cted Com~h’y
C,OUlfi~g~;, 1986-87 to 1992-93"

Percenlage Ralio oi Each
Ghange Gatego~y to Total

1986-87 to
1992-93 1986-87 1992-93

All Countries
Shipn-~enl 60 .13 .1 t
Other transporlalion 73 .16 .15
T~avel 92 .28 .29
Olhe~ olficial sep,,ices 21 .09 .05
Other private se~x, ices 11T .35 .40

Tolal 88

Induslrial Countries
Shipment 61 .12 .11
Olher transportation 73 .16 .15
Travel 91 .27 .28
Olher olficial services 18 .09 .06
Olher p~ivale services 104 .36 .40

Total 82

OiI-Expo~ ling CotJFd,ies
Shipment 85 .12 .09
Olher lranspo~ lalion 38 .19 . I 1
Travel 183 .27 .31
Other olficial se~ices 43 .06 .04
Olhel private sewices 207 .37

Total 145

Non-Oil Dew21ol:>ing Counbies
Shipment 59 .14 .1 I
Other Iransporlation 77 .16 .14
Travel 93 .33 .3 I
Olher olficial se~.’ices 42 .06 .04
Olhe~ pfivale se~ vices 173 .31 .41

Total 108

93.

~e,’M~o+4~. 1994 a~ul 19t+:~, Pail 2, lahle t~ 2.
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E,q )oft s In ~lJO~ Is Exl.,Or 15 Iml:,OllS

P~ ivate P~ irate P~ iv,.,le Pdvate
t!\feR Merchandise Se~’,!ices Meruhandise Soc,.dces b:l~,::halldise Services Melchal~dise. Sep.’ices

Europe                     24.8 36.3 ’20.0 41.0 78.7 133.4 39.3 88.7
Cdllada 22.5 9.7 19.4 9.2 $2.3 92.5 7fL6 6G.5

Western I-lel uisphe~ ¢~ 17.~ 16.2 13.0 19.~) 150. I I I 1 .S $3.3 56.5

Oilier Counhies in Asia

professional, or managerial services supplied to for-
eign residents.~

In Table 3 the pattern for world services exports
closely parallels the pattern for industrial country
exports, since the latter comprise three-quarters of
world exports. While the pattern differs in some
respects for the exports of developing countries (both
oil-exporting and non-oil), the salient feature remains
the salne: other private services dominate their ser-
vices exports in both magnitttde and growth, just as
for the industrial countries.

Narrowing the focus to the United States, one can
see in Table 4 that, with all countries collectively, U.S.
private services trade has outpaced U.S. merchandise
trade in both the export and import categories. This
pattern does not hold with every area, however. The
exceptions are "Latin America and Other Western
Hemisphere" and "Other Countries in Asia and Afri-
ca," both of which consist almost entirely of develop-
ing countries, and also imports from Canada. The
most rapid increases have occurred in exports to Japan
and in imports fron1 Europe and Japan.

As reported in Table 5, travel is easily the largest
component of U.S. private services exports as well as
imports. Included in travel exports are expenditures

~The category, "shipment," covers freight, insurance, and
other distributive services in moving goods, while "other transpor-
tation" covers mainly the transportation of passengers (and any
goods accompanying them) as well as other services associated with
transportation that are not included in shipment, such as port
services. For precise definitions of the categories in Table 3, see
International Monetary Fund, Balance qf Payments Mamml, 4tb ed.
(Washington, D.C.: IMF, 1977).

in the United States by visiting private foreign resi-
dents for food, lodging, entertainment, transportation
within the United States, and so forth, while imports
inclnde correspondiug expenditures by private U.S.
residents visiting abroacl.2 The most rapid growth in
both U.S. exports and imports has occnrred among
categories that are still relatively small, including, on
the export side, management of health care, legal
services, agricultural services, as well as acconnting,
auditing, and bookkeeping services, and, on the im-
port side, training services, legal services, advertising,
and computer and data processing services.

Why has trade in services increased so rapidly?
For one thing, technological advances have both im-
proved the quality and lowered the costs of transpor-
tation and communication. Deregulatory measnres in
many countries have provided another stimulus.

As one example of the impact of technology,
computers and high-capacity undersea telephone
cables can now be used to coordinate networks
serving hosts of customers distributed around the
world (including a company’s affiliated firms abroad),
in industries such as banking, insurance, advertising,
marketing, inventory management, and acconnting.
Previously, managing such activities efficiently across
great distances had been much more difficult.

2 For detailed definitions of the various services categories, see
U.S. Bureau of Economic Analysis, The Balance of Paymeuts qf the
Lhtited Slates: Concepts, Data Sources, and Estimating Procedures
(Washington, D.C.: U.S. Government Printing Office, 1990). Some
differences exist between the U.S. definitions and those underlying
the hMF data published in the sources cited in Tables 1, 2, 3, and 8.
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Table 5
LI.S. Pri~,ate Ser~,ices Tl’a~sadio~s, Co~J~posilil~l a~ld Growth

Exl)ol Is Imporls
Percenlage Percenlage

Percenl of Change Percenl ol Change
Total         1986-87 Io         Tolal 1986-87 Io

1993-94 1993-94 1993-9,1 1993-94

Descriplion Percer~t Rank Percent Ra ~1< Percent Rank Percent Rank

Tolal privale services 118.90 71.89

Travel 32.89 1 169.14 14 34.92 1 52.61 19
Overseas 26.28 180.53 27.53 52.31
Canada 3.81 128.10 3.15 27.31
Mexico 2.79 136.78 4.24 81.78

Passenger fares 9.48 4 170.86 13 9.95 3 7,’1.13 17
Other transpo~ lalion 13.92 2 50.54 21 22.76 2 ,18.97 20

Freigh! 5.17 88.63 12.96 31.02
Poll services 8.18 32.90 9.04 87.43
Othe~ .57 62.59 .75 34.67

Royallies and license fees 11.98 3 135.42 15 4.36 7 223.17 10

Other private services 31.73 103.06 28.01 116.20
Afliliated services’~ 9.29 5 97.91 17 9.20 4 139.52 1,1
Unalfiliated services 22.44 105.27 18.81 106.37

Education 3.86 6 89.61 19 .64 10 74.46 16
Financial services 3.77 7 92.95 18 5.13 6 222.23 11
Insurance, net .84 12.5 - 19.77 24 2.70 8 19.66 23
Telecon]municalions 1.54 9 40.71 22 5.40 5 86.31 15
Business, professional, and lechnical services 7.82 222.77 3.43 221.66

Advertising .20 18 263.05 7 .57 11 573.17 3
Computer and dala processing services 1.35 11 196.9,1 11 .29 13 550.94 4
Data base and olher information services .42 16 490.27 5 .08 21 279.17 7
Research, development, and testing services 27 17 113.51 16 .22 16 177.89 13
Management, consulting, and public

relations services .51 14 189.89 12 .23 15 343.31 6
Legal services .84 12.5 1131.15 2 .31 12 676.04 2
Conslruclion, engineerir~g, architectural,

and mining services 1 .,11 10 254.73 8 .26 14 36.21 22
Inclusl rial er~gineering .14 20 29.60 23 .10 18.5 37.64 21
Inslallation, maintenance, and repair of

equil)ment 1.78 8 201.13 10 .65 9 63.66 18
Other .89 142.06 .72 796.37

Accounting, audiling, and boolCeepir~g
services .09 21 537.50 4 .09 20 216.67 12

Agricultural se~.,ices .03 24 754.55 3 .02 23 233.33 9
Mailing, reproduction, and commercial arr .01 25.5 .03 22 238.10 8
Management of heallh care facililies" .01 25.5 3700.00 1 .01 2,1.5
Medical se~ices" .43 15 53.48 20
Personnel supply services" .06 22 .01 24.5 - 12.50 24
Sports and performing arts .04 23 253.49 9 .12 17 539.13 5
Training services .19 19 416.54 6 .10 18.5 1375.00 1
Miscellaneous clisbursemenls" .04 .34

Olher unal~ilialed sa vices~’ 4.62 93.93 1.51 61.31
¯ Dala incomplete oi uaavailable.
’Aliilialed c~ oss-borde~ set vices Irar Is-.-;,’:liol;s are II]ose betwee~ parent co~)~panies h Ihe Unildl Stales and II]ei~ al]iliales al)~ oarl or I)elween foreign i~,ar errls
arid Iheir U.S. aliiliales.
~E×l:~orls include a~ainly expendilures o[ |oreig~ govemmenls a~d inte~nalional organizalions in the Unilecl Slates. Iml~OflS il~clude mair~ly wages oi loreign
residenls lemporarily employed in lhe Untied Slales aad ol Caeadian and ivlexican coi]~mulers in Ihe U.S. border area.
Source: Su~,ef d Cu~ent Business. vol. 75 (Sepleml~er 1995), p. 7"6.
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The .Pnlh’rH of U.S. Bilnternl
’.l’rnde Flows

A case can be made that the geographic pattern
of a country’s trade in services should resemble that
of its trade in goods. Previons research has established
that the volume of merchandise trade between two
cuunhics is positively related to the size of their
economies and their per capita incomes and nega-
lively related to the distance between them, and the
sante factors seem likely to influence trade in services.B
Morem’er, some trade in services is stimulated by that
in goods. For example, the greater the merchandise
trade between two countries, the greater the likeli-
I~o~:1 that their transp~Mation companies will carry
~o~Ms belwed~ them, or that sellers and buyers will
travel between them, or hold cross-border telephone
conversations, or arrange for cross-border l:inancing of
the merchandise transactions.

~ Fur such research on h’ade flows, see, for example, Frankel,
Stein, and \Vei (IqCS)

In Figure 1, U.S. trade (exports plus imports) in
merchandise has been plotted along with U.S. trade in
private services for 17 countries that account for the
preponderance of U.S. trade. As expected, trade in
services clearly rises from country to country with
trade in merchandise. However, the rise in services
trade is less than proportionate; a line drawn throngh
the midst of the points in the left half of the diagram
would, if extended, lie above the point for Japan and
well above that for Canada, the two countries with
which U.S. merchandise trade is greatest.

It is striking that for Canada the ratio of services
to merchandise trade with the United States is com-
paratively so low, because geographic and cultural
pruximity, which the two countries share, would seem
even more important for h’ade in services than in
merchandise. Even more arresting, detailed data re-
veal that this phenomenon pervades all the major
private services categories; only in two subcatego-
des--in insurance and in installation, maintenance
and repair of eqnipment--does Canada’s percentage
share of U.S. exports or imports exceed its share of
total U.S. merchandise exports or imports. Part of the
explanation may lie in the trade policies that have
been followed. Specifically, by comparison with their
trade with the rest of the world, the two countries
seem to have promoted their bilateral trade in goods
more vigorously than in services, especially through
their automobile agreement and then their general
free trade agreement.

Although this explanation may help to account
for the very low ratio of services to merchandise trade
in the case of Canada, the relatively low ratio for Japan
would remain to be explained. Whatever the explana-
tion, the general pattern in Figure I is that U.S. private
services trade increases with U.S. merchandise trade
from country to country, but less than proportionally.
A standard statistical test offers support for this gen-
eralization; a logarithmic regression reproduces fairly
closely the general relationship between the data
observable in the figure.~

This finding might seem to conflict with the
observation that total U.S. private services trade has
been growing more rapidly than U.S. merchandise
trade. However, Figure 1 provides only a snapshot
of the relationship between merchandise and services
trade across countries at a particular time; as time
passes, all points in the figure tend to shift upward,
with the ratio of U.S. services to merchandise trade
rising with most, if not all, countries.

See the appendix.
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Services Provided through Foreign ~l~filiates

Travel is one of the few services that requires
the movement of the consumer to the location of the
provider. For a number of other services, such as
banking or consulting, competition induces many
suppliers to locate near the consnmers, either inter-
mittently or continnously. Snppliers with a contin-
notls presence abroad, such as the fol"eign affiliates
of U.S. firms, are generally considered to be resi-
dents of the countries where they locate, and their
sales of services to residents of the same countries
are, therefore, treated as domestic, rather than
il~tel"national, transactions. Nonetheless, services
supplied within a conntry by an affiliate there of a
foreign firm have an international flavor, as they
are supplied with the aid of foreign mauagerial
oversight and foreign capital. Snch affiliates have
become major service providers, so their activity
constitutes a noteworthy alternative to the cross-
border provision of services.

What are the relative magnitudes of these alter-
native modes of supply? Only one country, the
United States, has published detailed data on both
its trade in services and sales of services by foreign
affiliates. As indicated in Table 6, foreign sales by
U.S. affiliates abroad were somewhat smaller than
U.S. exports in 1993, the latest year for which data
are available, although the percentage increases
since 1987 are comparable. By contrast, U.S. pur-
chases from U.S. affiliates of foreign companies not
only exceeded U.S. ilnports in 1993, but have in-
creased much faster than imports.

For which services do affiliates deliver the larg-
est volumes relative to the volumes delivered by
trade? U.S. data permit only a rough answer for
only a few services. Most notably, sales by affiliates

surely predominate in insurance; advertising; com-
puter and data processing services; motion pic-
tures; engineering, architectural, and surveying ser-
vices; and in accounting, research, management,
aud related services.

By contrast with the limited data on foreign
aNliate sales, fairly comprehensive data are pub-
lished on the volume of investments that compa-
nies make to establish and maintaiu such affiliates
in various services industries. Worldwide, such
foreign direct investment increased more rapidly
than that in the goods-producing industries during
the 1980s, and, by 1990, accounted for close to half
of the world’s accumnlated stock of foreign direct
investment. Financial services and trading have
experienced more foreign direct investment than
other services industries, with relatively vigorous
activity also reported in data processing, advertis-
ing, air transportation, and accounting (United Na-
tions 1993, p. 1).

What makes an area attractive to foreign inves-
tors? A recent study by the United Nations found
that firms in services industries choose among
foreign locations on basically the same gronnds as
firms in manufacturing industries. Specifically, the},
prefer to establish operations in areas where mar-
kets are sizable but the major suppliers are few,
cultnres are familiar, government restrictions are
minimal, and where clients from their home corm-
tries, whose business they are pnrsuing, have al-
ready established their own operations (United
Nations 1993, p. 47). As reported in Table 7, sales
of services by U.S. affiliates abroad are greatest iu
the United Kingdom, Canada, Japan, Germany, and
France.

IV. Competitiveness

Countries vary markedly in competitive prowess
in the services trade. Because of data limitations,
l?recise measures of relative competitiveness are not
possible, but some idea of the variation can be gaiued
from Table 8. For this table, each area’s or country’s
percentage share of world exports in each category
(snch as "travel") has been divided by its percentage
share of world exports of all categories combined,
including merchandise. The higher the resulting ratio

for a category, the greater the country’s observed
competitiveness, or "revealed comparative advantage,"
in that category, although any value greater than one
indicates relative specialization, or competitiveness.

By this measure, industrial countries exhibit
]~_luch greater competitiveness in services relative to
merchandise than the oil-exporting developing coun-
tries, but little more than the other developing coun-
tries. Among the "Big Seven" indnstrial cotmtries,
Canada stands out for its low relative competitive-
hess in services, especially in the transportation
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Table 6
Private Services Suptdied to Foreign
Residents by LI.S. Affiliates Abroad and by
LI.S. Residents, and to U.S. Residents by
Foreign Affiliates in the United States rant
by Foreign Residents

Billions of
Dollars

1987 1993
Sea,/ices transactions between U.S.

and Ioreign residents (balance ol
paymenls transaclions):

U.S. sales (exports) 86.9 174.2
U.S. purchases (imporls) 74.8 115.4

Total 161.7 289.6

Percentage
Change

1987 to 1993

100.5
54.3
79.1

Sales oI se~Mces by nonbank
majorily-owned affiliates:

Sales to foreign residenls
by foreign affiliates of
U.S. companies

Sales to U.S. resideats by
U.S. affiliates of foreign
companies

Total

72.4 143.1 97.7

62.6 140.5 124.4
135.0 283.6 110.1

Source: Survey of Current Bus#?ess, vol. 75 (September 1995), p. 69,

categories. France leads the pack (but lags in mer-
chandise), while the United States ranks third, fol-
lowing Italy.

From the detailed data available for the United
States, its competitiveness can be evaluated for many
more types of services than the summary categories in
Table 8. For a measnre of revealed comparative ad-
vantage utilizing these more detailed data, U.S. net
exports (exports minus imports) of each service has
been divided by the sum of U.S. exports and imports
of that service. The resulting ratios, in Table 9, can take
any value between -1 and 1. The larger the algebraic
value for a particular service relative to the values for
other services, the greater the U.S. revealed compara-
tive advantage (or the smaller its disadvantage) in that
category. The magnitude of the ratio for a service
has little significance in and of itself, apart from
comparison with the ratio magnitudes for other ser-
vices. Of course, protectionist barriers somewhat dis-
tort the ratios from the values they would assume
under free trade.

As anecdotal evidence suggests, the United States
is highly competitive in services such as education and

Table 7

Sah’,~ oJ Stu~,ices Io Fon’~,U~ Residt’nts l~y
Nonbank Majority-Owned Forei~qu
A.[#liates oI: I_l.S. Comt~a,ies, 1993
~illions of Dollars

Counh3, Sales

Europe 79.5
France 10.3
Ge~ many 11.8
Italy 5.2
Netherlands 7.7
Spain 2A
Swilzerland 3.2
Uniled Kingdo~ n 29.0
Other 10.0

Canada 18.4
Latin America and Other

Weslera Hemisphere 9.7
South and Central America 5.8

Brazil 1.9
lvlexico 1.3
Other 2.5

Other Western Hemisphere 3.9
Asia and Pacific 30.2

Australia 4.0
Hong Kong 3.2
Japan 15.8
Singapore 1.8
Taiwan 1.9
Other 3.5

Middle East 1.9
Africa .8
Other 2.6
All Countries 143.1

Source: Survey of Current Business. vol. 75 (September 1995). p. 103.

data base and other information services. More at
variance with conventional wisdom is the lack of
relative competitiveness in insurance, financial ser-
vices, and telecommunications,s Noteworthy gains in
competitiveness were made between 1986-87 and
1993-94 by agricultural services; accounting, audit-
ing, and bookkeeping; and by installation, mainte-
nance, and repair of equipment. Notable competitive
losses were made by mailing, reproduction, and com-
mercial art; training services; financial services; adver-
tising; and by sports and performing arts.

-~ This rather surprising finding may reflect the influence of
foreign protectionist barriers rather than, or in addition to, a lack of
U.S. competitiveness.
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RelaHve Export Performmtce in Merclmmtise amt Services, by 9dcc/ed Areas, 1992-93"
OiI-Exporling Non-Oil

Indushial DevelnIblg Developing IJnited United
Cat~:oo~y Countries Counhies Counldes Slales Canada Jal:~al/ France Gem~any Italy Kingdom
Merci landise .99 1.17 1.01 .95 1.12 1.10 .85 1.09 .9,1 .98

Services~ 1.06 .33 .95 1.19 .52 .Is0 t.55 .66 1.22 1.07
Shipment 1.06 .26 .9-’1 .54 .18 1.13 1.59 .70 1.67 .75
Other transpo~lalion 1.08 .23 .90 1.73 .08 .84 1.54 .75 .37 1.37
Travel 1.04 .3,1 .99 1.51 .70 .15 1.27 .39 1.57 .94
OIl~el Dlivate selvlces 1.01-i .’,:~7 .gF, .9d .65 .~g 1.73 .81 i. 15 1.14

coml~ined Io oblain lhe ~alios in Ihe lab!o.
"Excluding "oilier oiiicial services."

V. Reducing the Barriers to
Trade in Services

As trade in services has increased, so has interest
in reducing the government barriers that obstruct
it. These barriers take the form not of tariffs but of
prohibitions, quantitative restrictions, and regnla-
tions, and are often justified on grounds of national
welfare, security, health, or safety. Paralleling the
ways in which the services trade occurs, such barriers
obstruct the cross-border movement of suppliers to
receivers, of receivers to suppliers, or of the services
themselves. In addition to these barriers against trade,
countries have also erected obstacles to the provision
of services by the affiliates of foreign companies.

Examples of these barriers are rife. By way of
illustration, suppliers are impeded from traveling to
receivers by limits on the inflow of temporary workers
for constrnction projects, or by limits on domestic
practicing by foreign professionals, such as physi-
cians. Receivers are hindered from going to suppliers
by measures that obstruct their traveling abroad for
purposes sl.ich as tourism or education. Cross-border
movement of services themselves is restricted by lim-
itations on foreign content in radio and television
broadcasting and in the cinema. As for the provision
of services through affiliates, many governments have
strictly controlled direct investment by foreigners in
sensitive domestic industries such as transportation,
telecommunications, banking, and advertising.

Such barriers are less readily identified and eval-
uated than tariffs, and no satisfactory comprehensive
measures of them are available. That fact, combined

with the intense nationalist or protectionist sentiment
supporting many of the barriers, has severely inhib-
ited efforts to negotiate their reduction. Nonetheless, a
recent sweeping attempt at liberalization--during the
Uruguay Round--has yielded at least a modicum of
progress.

Largely concluded by December 1993, among 117
nations, the Uruguay Round of multilateral trade
negotiations not only produced still another agree-
ment for further liberalization of trade in goods, but
also generated the first comprehensive agreement on
trade in services. The agreement covers all the forms
in which cross-border services transactions can oc-
cur-and also the provision of services through for-
eign affiliates. Included are commitments on general
principles as well as specific services sectors.

The general principles, or goals, that were agreed
upon for trade in services resemble those long ac-
cepted for trade in goods, namely, national treatment,
most-favored-nation treatment, transparency, and
progressive liberalization. National treatment means
that a country treats foreign services and services
suppliers no less favorably than its national services
and suppliers, while most-favored-nation treatment
means that a country treats services and services
suppliers of a foreign country no less favorably than it
treats those of any other foreign country. Transpar-
ency requires that relevant government policies on
services be published. Progressive liberalization in-
volves binding commitments on agreed liberalization
measures, rendering the process of liberalization irre-
versible and laying the basis for future rounds of
negotiation.
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Table 9
L!.S. Revealed CoJnpanTlive /\dvautnge i~ Private Services Transactions, " " o~
1993-94

Revealed Comparalive Advantage Ratio"

1986 -87 1993-94

Type of Service Ratio Rank Ratio Rank

Total privale services .078 .197

Travel -.114 21 .168 18
Passenge~ fares -.046 19 .173 17
Other transpo~lation .052 20 -.046 20

Freight -- .416 - .255
Port services .311 .148

Royalties and license fees .698 4 .607

Olher private services .285 .256
Affiliated sewices .291 15 .201
Unaffiliated services .283 .280

Education .784 3 .800
Financial services .293 14 .045
Insurance, net -.182 23 -.366
Telecon]munications .279 24 -.403
Business, professional, and technical services .544 .545

Advertising - .005 16 -.304
Compuler and data processing services .878 1 .751
Data base and olher information services .685 6 .786
Research, clevelopment, and lesting sea,!ices
Management, consulting, and public relalions services
Legal services
Construction, engineering, architectural, and mining services
Industrial engineering
Inslallation, maintenance, and repair of equipment
Other

Accountiag, auditing, and bookkeeping services
Agricultural sewices
Mailing, reproduction, and commercial
Management of health care facilities°
Medical services{~
Personnel supply servicesb
Spo~ls and perforating a~ls
Training services

Other unafliliated services~

15

1
19
23
24

21
5
2

.414 11 .300 13

.666 7 .530 9

.435 9 .6O3 8

.509 8 .778 4
.386 12 .360 12
.375 13 .604 7
.746 .301

-.158 22 .188 16
-.043 18 .403 11

.419 10 -.464 25
.206 14

.689 5 .785 3
-.034 17 -.318 22

.785 2 .489 10

.582 .639
~’(X. - Ivl,i,’(X, ~- /vl,), where X, and Ivl, represent expods and impods of lhe ilh service.
’:Data used Ifl COml)ule revealed comparative adval~lage for 1986-87 were 1987 data. not the sum of 1986 and 1987, because 1986 data were not
awdlable.
’ Impo~l da[a Jor 1986 were not available; both Jmporls and expo~ls for 1987 were 0.
’~llJ]porl dala tit]available.
"Expo~ls include mainly expenditures of foreign goveJ nn~ents and inlernational organizations ill lhe United Slales. Impo~ ls include mainly wages ot f~,~ eign
~esiderlls lemporaiily employed in Ihe Uniled Slates and ol Canadian and Mexican commuters in lhe U.S. bo~der a~ea.
S, ,t J~ ce: t.h Klerlyir~g data fionl S~/lvey of Current Business, vol. 75 (September 1995), p. 76.

In addition to endorsing these general principles,
each country participating in the Uruguay Round
presented a schedule spelling out its specific commit-
ments for the various services sectors and noting the

extent to which it will apply the general principles to
that sector. Among other things, a country’s schedule
establishes limits that the country pledges to observe
on particular barriers to trade in services--barriers
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such as restrictious on the nulnber of suppliers, on
people employed, and on the total value or quantity of
services transactions. But the schedules fall far short of
inaugurating free trade. In most of the schedules,
countries retain pervasive (across sectors) controls
dealing with the affiliates of foreign companies and
with temporary influxes of foreign personnel engaged
iu supplying services. Less pervasive are the restric-
tions relating to services COl~Sumed abroad or trans-
ferred across borders.

Barriers to trade in services take
the fo~’m not qf tar!ffs b~t of

p~ oh,b,tw~,~ , q~a~titative
restrictio~zs, and regulations, often
justified on grounds of natio~al

welfare, security, health, or safety.

Because barriers to services trade are largely
imponderable, and because definitive agreements
have yet to be reached in some sectors, one cannot
construct accurate SUl:CUl~al"y measures of the degree
of liberalization stemming from the Uruguay
Round. However, SOlne idea of what was accom-
plished can be gleaned from the nnmber of coun-
tries making commitments in some important sec-
tors. Most such commitments "bind," or guarantee,
the current degree of access for foreign suppliers,
while the others enlarge that access.

Thus, commitments were scheduled by 67 coun-
tries in the business services sector (embracing legal,
accounting, medical, computer, management cousult-
ing, and many related business services), by more than
40 countries in the air transport sector, and by 52
countries in "value-added" (as distingnished from
"basic") telecommunications. Much less impressive,
only 13 countries, including just two advanced coun-
tries, made commitments in audiovisual services, and
negotiations have yet to be concluded in basic tele-
communications and maritime transport (GATT 1994,
pp. 39-46).

What such admittedly selective indicators add up
to must be a rather subjective judgment. Taking into
account the wide variation in the number of commit-
ments from sector to sector, aud recognizing that most
commitments bind rather than eularge market access,

our judgment is that Ihe Uruguay Round made a very
good slart, but no ltlole than that, at libetalizing
trade in services.

Spttrrecl 19y dereg~flation and by innovations
communications and transportation, world trade
services has inc,eased more rapidly than that in rner-
chaudise in recent years and now amounts to
fourth the size of merchandise t~ade. In addilk,n
this cross-border trade, sales of services withi~
tries by affiliates ol: foreign firms have been increa.~in,,
aud, if U.S. data are representative, may w~ql c’quat
cross-border trade in magnitude. !kmo~g tho
types of services traded, the most dynamic growth
occurred in private sector activities such as advertis-
ing, accountiug and finance, legal services, conlpt~ler
and data processing services, and so forth.

As a rule, the volume of services trade between
two countries probably depends largely on the same
factors that determiue the volume of their n~el’chan-
dise trade, that is, on tl~e size of their economies, their
per capita incomes, and their geographic proximity,
but also on the volume of their merchandise trade itself.
Statistical analysis lends support to tiffs hypo{hesis.

The Lh’~guay _Rotund made a veq/
good start, but ~lo more t/~m~ thaf,
at liberalizi~g the trade ir~ service:~.

Industrial countries as a groLlp exhibit
slightly more competitiveness in the services
than the (non-oil) developing cotmtries. Ar,~n,~i_ ;: the
"Big Seven" industrial countries, France seems to rank
first iu relative competitiveness, the United States
third. Among the types of services traded, U.S.
petitiveness ranks high in data base and o[her infor-
mation services and in education, but ranks low
iusurance, financial services, and telecommu~fication~;.

The speedy growth in the services trade has
occurred despite many government obstacles in the
form of prohibitions, quantitative restrictions, and
regulations that obstruct the cross-border movement
of suppliers to receivers, of receivers to suppliers, or
of the services themselves. Alongside these harriet’s
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against trade are similar barriers against the provision
of services by the affiliates of foreigu companies.

The first COlnprehensive agreement to limit and
reduce these barriers was reached during the recently
concluded Uruguay Round of multilateral trade nego-

tiations. In a landmark achievement, the agreement
extends to much of the services trade the basic prin-
ciples of conduct long accepted for the trade in mer-
chandise. Less impressive are the reductions negoti-
ated in specific barriers.

Appendix

Following is the estimated regression equation dis-
cussed in the section entitled "The Pattern of U.S. Bilateral
Trade Flows." T-statistics are iu parentheses and, if starred,
are significautly different from zero at the 0.05 level.

R2log S~ = -0.47 + 0.75 logMi + 0.55 Ei;    = 0.65;
(-0.71) (4.84)* (1.64)

where

Si = value of services trade (exports plus imports) between

Mi

Ei

the United States and country i for the years 1992 and
1993 combined;
value of merchaudise trade (exports plus imports)
betweeu the United States and country i for the years
1992 and 1993 combined;
a dummy variable that is assigned the value of 1 where
the ith cotmtry’s chief language is English and zero
elsewhere, the hypothesis being that a common lan-
guage is even more important for the trade in services
than iu merchandise.
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M ’ore than two-thirds of the $25 trillion of financial assets held in
the United States is managed on behalf of investors by financial

.intermediaries, ranging from trusts, mutual funds, and mort-
gage pools to insurance companies, pension funds, and banks. Since the
inception of financial markets in industrial economies, savers have
entrusted much of their wealth to intermediaries that, in turn, finance the
projects of investors. Because of their importance, governments have long
regulated the activities of these intermediaries to ensure sound financial
markets, a foundation of secure economic development. The form of this
regulation has changed often over the centuries as intermediaries and
financial markets have changed with economic conditions and the
demands placed on them. Currently, regulators both here and abroad are
considering reforms that not only might foster more efficient domestic
financial markets but also might prepare the way for more equitable
global markets.

The current discussions, like those past, engage views of financial
markets that are often difficult to reconcile. Some, who believe that these
markets potentially are relatively efficient, advocate minimal interference.
Regulations that require more than the necessary disclosure of invest-
ments and risks might introduce burdens that exceed their benefits.
Others, who believe that the prominence of intermediaries reflects the
limits of savers’ information, advocate regulations to insure the safety
and soundness of intermediaries. At the very least, regulations may
diminish the force of "credit cycles" and the threat of widespread
insolvency among intermediaries.

The first section of this article considers the role of financial inter-
mediaries within competitive financial markets wherein all investors
view the prospects for each asset much the same. In these circumstances,
the prices of assets and the allocation of resources do not depend greatly
on the activities of intermediaries. Accordingly, the regulation of these
intermediaries does not diminish the risks that fully informed investors



are willing and able to assume. At worst, regulations
such as mispriced deposit insurance or various taxes,
which force intermediaries to price risk and returns
differently than other investors, would influence the
volume and form of intermediation, but they ~vould
little disturb the uniform pricing of assets and risks.

The second section reconsiders the role of finan-
cial intermediaries when not all investors are fully
informed about the prospective returns on all assets.
In this case, the activities of intermediaries can influ-
ence both the prices of assets and the volume of
investment. Intermediaries that enjoy the confidence
of savers foster more efficient financial markets by
acquiring and managing proprietary information
about assets that are not very familiar in public
markets. Intermediaries’ cost of funds rises with their
leverage, in these circumstances, and this cost rises
most slowly for those with the best reputations. If
savers’ confidence in intermediaries’ investments var-
ies with business conditions, financial institutions may
be "fragile" and markets may be prone to occasional
"crunches."

The third section discusses the role of regulation
when not all investors are fully informed. When the
cost of funds for intermediaries depends on savers’
state of confidence, public policy can influence the risk
premiums embedded in credit market yields by de-
signh~g capital requh’ements, accounting rules, and
liability insurance coverage in order to foster the
prudent valuation of assets and the efficient flow of
funds from savers to investors. Because the conse-
quences of these regulations vary with economic con-
ditions, the actions of regulators, like those of the
monetary authority, may need to adjust with circum-
stances, so that they shift returns and risks during
business cycles in ways that dampen, rather than
exaggerate, attendant credit cycles. This section con-
siders regulations that: (1) link intermediaries’ re-
quirements for capital to their investments in certain
risky assets, (2) value intermediaries’ assets accord-
ing to prevailing prices of comparable assets, and
(3) require intermediaries to undertake remedies
promptly should their capital fall sufficiently to violate
theh" requirements. Although these policies may tend
to stabilize intermediaries, conserving the value of
their capital when markets for their assets are liquid,
these policies also can destabilize intermediaries and
increase the risks inherent in investment when mar-
kets for theh" assets are illiquid.

The final section summarizes this article and
discusses the consequences of regulation for monetary
policy. At the very least, monetary policy must con-

sider the potential influence of regulations on the
volume and timing of the flow of funds through
financial markets in order to best attain its macroeco-
nomic goals. Yet, regulation that affects the terms on
which intermediaries are willing and able to make
investments over the business cycle is a kind of
monetary policy. If a common goal of both regulatory

The best regulation might be that
which, taking into accounL the

characteristics of financial
markets, transmitted the actions

of monetary policy with the fewest
distortions and "head winds."

and monetary policy is to promote safe and sound
financia! markets, then the best regulation might be
that which, taking into account the characteristics of
financial markets, transmitted the actions of monetary
policy ~vith the fewest distortions and "head winds"
through intermediaries to the decisions of savers and
investors. These regulations, like monetary policy,
might need to be sufficiently flexible to change with
economic conditions.

I. Homogeneous Opinions and the
Consequences of Regulation

Investors’ demands for assets depend on their
assessments of future returns on risky assets and their
tolerances for bearing the risks h~herent in these
assets. If everyone possesses the same information
about all assets and if everyone analyzes this informa-
tion in similar ways, then all investors should assess
the potential returns on all assets much the same. With
this common understanding, all investors price the
risks in ever), asset the same in competitive financial
markets, despite any differences in their tolerances for
bearing those risks. Securities or portfolios with cer-
tainreturns are priced to yield the risk-free rate of
interest. The expected yields for other portfolios ex-
ceed the risk-free rate to the degree the uncertainty
in their returns cam~ot be reduced by diversification
or hedging, because investors expect to be paid the
market price for bearing risk (for example, Sharpe and
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Alexander 1990). In these circumstances, savers and
investors are indifferent about each intermediary’s
assumption of risk.

Regulations and taxes can introduce frictions that
impede the uniform pricing of assets and of risks in
this ideal model. Not all regulations entail such dis-
tortions, however. Conventions that require complete
and timely financial statements from businesses and
intermediaries, for example, tend to foster the uniform
pricing of securities and risks. Furthermore, in the
absence of other frictions, regulations that set stan-
dards for capital or leverage do not disturb the uni-
form pricing of assets even though these regulations
may confine the investment strategies of financial
intermediaries. But, risks and returns will not be
priced uniformly when either investors or securities
are taxed differently or "deposit insurance" premiums
are not priced accurately. These differences, in con-
junction with regulations fixing standards for the
capital and leverage of financial intermediaries, cause
financial intermediaries to value assets differently than
other investors do, thereby fostering fh~ancial innova-
tions, such as the use of derivatives, which allow the
tradh~g of risks and returns in ways that avoid the
restrictions imposed by traditional regulations.

The Basic Role of Financial Intermediaries

Suppose that financial intermediation is friction-
less, hampered by no special taxes, reserve require-
ments, proscriptions, or accounting inequities. If ev-
eryone is informed equally well about the potential
returns on fh~ancial assets, then all financial interme-
diaries in competitive markets are essentially mutual
funds that distinguish themselves by the additional
options and services they offer their customers. Banks
clear payments; insurers and pension plans write
contingent claims; many ~vrite commitments to pro-
vide funds to their customers; all guarantee the prin-
cipal and a fixed rate of return on some of their
liabilities. Financial intermediaries also offer their cus-
tomers investment services, not only by attending
to the details of purchases, sales, and maintaiuing
records but also by combh~ing customers’ funds so
that all may invest in diversified portfolios of assets.

The expected yields on liabilities issued by finan-
cial intermediaries (including the implicit value of the
services they offer their custo~ners) should match the
expected yields on portfolios of publicly traded secu-
rities bearing the same risk. Otherwise, customers
would "unbundle" their purchases of financial ser-
vices, favoring "low-balance" arrangements with

banks, insurers, and other intermediaries, in order to
earn more competitive returns.~ Traditional financial
intermediaries, in principle, can be regarded as port-
folios of services, each of which might be subcon-
tracted to the most efficient suppliers, as long as the
joint production of services yields negligible econo-
mies of scope (valuable externalities that vendors
otherwise would be unable to capture).

Accounting conventions that dictate the way in-
termediaries report either their income or the value of
their assets and liabilities, by themselves, alter neither
the performance of investments nor the way fully

If everyone is informed equally
well about the potential returns

on financial assets, then all
financial, intermediaries in

competitive markets are
essentially mutual funds.

informed, like-minded investors assess these invest-
ments h~ competitive markets. Similarly, regulations
that prevent financial intermediaries from holding
particular assets or from issuing particular liabilities
impose no significant tax on intermediaries. Consider
an extreme restriction that requires a loan company to
invest in only one type of asset, residential fixed-rate
mortgages, for example. The expected returns on these
mortgages compensate investors for the systematic
risks inherent in these loans. To the loan company’s
shareholders, who are able to diversify their overall
personal portfolios adequately, the title to the assets of
the company is essentially as valuable as the mort-
gages themselves, and it is priced accordingly.

In the circumstances described above, financial
intermediaries are not compelled to broaden their
powers or engage in "financial innovations." Interme-
diaries might undertake these activities out of conve-
nience, trading derivatives, for example, in order to fix

~ Intermediaries migh~ earn rents as a result of their efficiencies
in managing funds or in providing other business services. Vendors
increasingly are profiting from their comparative advantages by
selling these services piecemeal. For example, some banks manage
substantial custodial operations, some mutual funds and pension
plans purchase administrative or insurance underwriting services
for their pension, annuity, and employee benefit funds, and some
investment advisors sell their services to funds sold by others.
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tile terms of future sales or reduce transactions costs
by using one transaction to replace many. But, inter-
mediaries cannot reduce their price of bearing risk
through these strategies. Because the distribution of
returns incorporated in all derivative coutracts, which
includes all liabilities of finaucial intermediaries, is
defined by the distribution of returns on their under-
lying assets, fully informed iuvestors price the risks
inhereut in all these derivatives according to tile risks
inherent in tile underlying iuvestments.

Risk aud Leverage

When everyone assesses the potential returns on
each asset the same, the cost of funds for each financial
intermediary depends on the risks inherent in its
assets, not on the way it finances these assets. The
returns required by an intermediary’s shareholders
and creditors vary with its leverage, because the
division of these returns between shareholders and
creditors also shifts with leverage. Nonetheless, the
average cost of funds remaius constant, other things
equal, because those assuming more risk price it no
differently than those shedding the risk.

If the liability of shareholders were uot limited to
their investment ill an iutermediary’s stock or if inter-
mediaries’ investments ill safe assets were at least
as great as their debt, then shareholders would bear all
of the risk inhereut in the intermediary’s assets. In
these cases, the value of the intermediary’s equity
would change dollar-for-dollar with any change in the
value of its assets (Figure la), while the value of the
claims of its creditors would not change. For example,
if the intermediary’s assets of Ao comprise liabilities to
creditors of L and capital of Co, then as circumstances
increase total assets to A1, the value of liabilities
remaius at L while capital increases to Cu and the
value of equity also increases h’om CO to C~. Should
the value of assets fall to A2, the capital of the
iutermediary and the value of its equity would fall to
C2. If L exceeds the value of assets, shareholders
would be obligated to pay creditors for this deficieucy,
L-A.

Becanse shareholders’ liability is limited to their
capital and intermediaries’ investments in risky assets
ordinarily exceed their capital, the previous example
understates the risk borne by creditors and overstates
that borne by shareholders. With the shield of limited
liability (Figure lb), shareholders’ capital rises with
the value of assets, but their position does not fall
below zero when the value of assets fails to exceed
creditors’ claims against the intermediary. In this last
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case, creditors would bear the losses as the value of
their position falls with the value of the intermediary’s
assets (Figure lc).

Limited liability confers both benefits and costs
on shareholders. The benefit takes the form of a put
option. The cost of this option is the premium that
fully informed creditors require for accepting tile risk
entailed by this optiou. As the intermediary’s assets
approach L (Figure 2a), the value of this option to
shareholders rises; the value of limited liability rises
with the odds of insolvency. Accordingly, sharehold-
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Figure 2
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Because the premium creditors require for accept-
ing this put option equals the expected value of
creditors’ potential losses dne to insolvency (Figure
2b), auy benefit redounding to shareholders as a result
of the shield of limited liability is offset exactly by the
premium required by fully informed, like-minded
creditors. The value of the shareholders’ put option at
A~ (the vertical line in Figure 2a) equals the expected
value of creditors’ losses (the corresponding vertical
line in 2b), and the value of the shareholders’ put
option at A2 equals the expected value of creditors’
losses in excess of L - A2 (the vertical line in 2b).
Accordingly, the value of equity, which is capital plus
the value of the shareholders’ put option less the
prelnitun the intermediary pays on behalf of creditors
to compensate them for their expected losses, is iden-
tical to the value of the proprietors’ stake in the
absence of limited liability (Figures 2c and la). Share-
holders’ expected rate of return with the protection of
limited liability, therefore, is the same as it would be
without that protection. Similarly, the creditors’ ex-
pected rate of return is the same in both examples. The
weighted average of shareholders’ and creditors’ ex-
pected yields, consequently, remains equal to the
expected return on assets.

In all cases, the cost of fnnds for intermediaries
depends on investors’ assessments of the returns on
their assets, not their leverage. Investors essentially
can tailor the leverage of an intermediary’s invest-
ments to match their own tastes, but they cannot
reshape the fundamental risks and returns inherent in
the intermediary’s assets (Modigliani and Miller 1958;
Miller and Modigliani 1961). Although shareholders’
expected returns rise when their intermediaries as-
sume more risk, these greater returns compensate
them no more generously than other investments.
Consequently, investors who wish to bear more risk
need not favor intermediaries that assume greater
leverage; instead, these investors themselves may sell
safe assets or borrow to purchase the shares of inter-
mediaries in order to achieve the requisite risk. Like-
wise, investors who have relatively little taste for risk
may purchase both the intermediary’s debt and its
equity to achieve their goals.

ers’ equity--the sum of their capital and the value of
their put option--exceeds zero, other things equal,
even when the intermediary has little or no capital. As
assets fall well below liabilities, the value of the share-
holders’ put option approaches L - A, because the
failure of the intermediary essentially is a certainty.

Vohu~tary Standards for Capital

In the frictionless circumstances examined above,
the customers of financial intermediaries are iudiffer-
ent about each intermediary’s assumption of risk, but
bankruptcy costs encourage the shareholders and
managers of intermediaries to set minimum capital
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requireruents for themselves. When the capital of
intermediaries becomes sufficiently low, the resolutiou
of claims against their assets entails costs that reduce
shareholders’ and creditors’ returns. Accordingly, in-
termediaries acting in the best interest of shareholders
would maintain sufficient capital to ensure that bank-
ruptcies are rare. These voluutary capital require-
ments ordiuarily rise as intermediaries iuvest greater
shares of their assets in risk}, securities.

The cost of resolving claims when an il~termedi-
ary becomes insolvent reduces the uet returns from
the intermediary’s assets that can be divided between
shareholders and creditors. Some of these costs are
explicit, such as the fees of those who advise creditors
and shareholders and the expense of uegotiatino~           o
claims. Regulators, moreover, may seize the assets of
intermediaries that are nearly insolvent even though
their capital is not exhausted.2 Some costs are implicit,
such as the interruption of careers or the diminished
reputation of the owners and managers of insolvent
intermediaries.

Because the threat of insolvency entails costs that
are matched by no offsettiug benefits, intermediaries
would tend to manage their balance sheets to mini-
mize the probability of insolvency. Inasmuch as fully
informed creditors do not bear the expected costs
arising from bankruptcies without receiving adequate
compensation, the total risk premium that intermedi-
aries incur on their liabilities is the sum of the pre-
mium entailed by shareholders’ limited liability and
the premium entailed by bankrnptcy costs. The lower
is an intermediary’s capital, the greater are the prob-
ability of insolvency and the expected cost of insol-
vency (Figure 3a). If, for example, the value of an
intermediary’s assets is only A~, then the value of its
equity would equal its capital, C~, in the absence of
bankruptcy costs. But, in this illustration, expected
bankruptcy costs are sufficiently great that the market
value of the intermediary’s equity is negligible~the
premium for bankruptcy costs exhausts shareholders’
returns. When capital is C2, the market value of equity
also is nearly C2. Because both the probability of

2 This policy of early intervention prevents the owners of
intermediaries f,’om increasing the value of their equity by assum-
ing more risk once their capital becomes very low. Shareholders will
not do so in this model principally because they may earn excess
returns with no risk by adding more capital, as explained below.
The assumption of more risk is most attractive when not all
investo,’s value the equity of the intermediary the same, as ex-
plained in section lII.

Proposals that would impose penalties if intermediaries’ losses
in their trading portfolios exceeded some previously established
"capital cushion" also would encourage intermediaries to set stan-
dards for their capital (Kupiec and O’Brien 1995).

Figure 3
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bankruptcy and expected bankruptcy costs become
negligible as capital increases, the premium for bank-
ruptcy costs essentially becomes inconsequential, and
the shareholders’ expected rate of return is restored
to the return they would earn on other equally risk),
investments.

Bankruptcy costs, therefore, encourage intermedi-
aries to set and maintain minimum requirements for
capital, requirements that increase with their invest-
ments in risky assets. In the previous illustration, if
losses depress the intermediary’s capital to Cu then
by investing C2 - C1 in the intermediary, shareholders
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increase their wealth by C2. This additional invest-
ment promises a return exceeding that available on
other equally risky investments, an excess return
equaling C~/(C2 - C~).~

This voluntary capital requirement rises as in-
termediaries invest a greater share of their portfolios
in risk), assets. Suppose C2 represents the intermedi-
ary’s minimum standard for capital for a specific mix
of risky and riskless assets in its portfolio~with
capital below C:, the value of its capital would be
discounted too greatly in equity markets. Should the
intermediary then place a greater share of its invest-
ments into risky assets, it would increase both its
probability of insolvency and its expected bankrnptcy
costs at every value of C (Figure 3b). Accordingly, the
value of its capital at C2 would be discounted more
greatly in equity markets, thereby requiring the inter-
mediary to hold more capital than C2 in order to
maintain a relatively competitive rate of retnrn for its
shareholders.

Regulations limiting financial intermediaries’ le-
verage and investments in risky assets do not affect the
risks borne by their shareholders and creditors in
competitive financial markets, because these regula-
tions alter neither investors’ perceptions of the risks
and returns inherent in assets nor their ability to
realize these risks and returns. Should regulations set
capital requirements above intermediaries’ voluntary
standards, then those shareholders and creditors who
wish to bear more risk may do so either by assuming
greater leverage themselves or by shifting their other
assets toward risky investments. More specific capital
requirements that depend on intermediaries’ invest-
ments in particular assets also entail no significant
bnrdens. These requirements, other things equal, do
not increase the intermediary’s cost of funds, and, in
this case too, shareholders could increase their owu
leverage and alter the composition of their other in-
vestments, if they so desired, in order to assume more
risk than permitted by these capital requirements.

Liability Ittsttl’altce attd the Regulation
of Capital and Assets

When the liabilities of intermediaries are insured,
creditors no longer require risk premiums from inter-
mediaries; instead, intermediaries pay these premi-
ums to agencies guaranteeing intermediaries’ debts.
These insurance programs should not disrupt the
efficient operation of competitive financial markets
unless the premiums for insuring the liabilities of
internaediaries are mispriced. A proper premium for

"deposit insurance" equals the expected value of
creditors’ potential losses due to a collapse of the
value of the intermediary’s assets--the premimn cred-
itors would reqnire for the shareholders’ put option if
there were no deposit insm’ance (Merton 1977; Sharpe
1978; Buser, Chen, and Kane 1981; Kane 1995). This
obligation may be covered by intermediaries’ holding
more capital, a fund held by the agency guaranteeing
the liabilities, or an aunual fee paid to the guarantor.~

Financial iutermediaries are indifferent among these
arrangements as long as each institution’s expense in
every case corresponds to its creditors’ expected losses.~

hzstzra~~ce progra,z~ shoHld ztot

competitive finmwial markets
u~zless the premiums for
insHrinf the liabilities of

infermediaries are mispriced.

Even if creditors could levy fair insurance premi-
ums on their own, liability insurance can provide
several economies to intermediaries and their custom-
ers. A guarantor can monitor intermediaries more
economically than their many creditors. Moreover,
because creditors holding long-term liabilities ordi-

3 In competitive markets, shareholders who ilwest (C2 - C~)
expect to receive assets whose value is the same. Here, by invest-
ing (C2 - C~), they increase the value of their equity by C2, or C~
more than offered by other investments.

~ Insurance funds are an additional capital cushion for insured
intermediaries. The Federal Deposit Insurance Corporation main-
tains such a fund, but the states’ guarantee covering policies issued
by insurance companies is backed by a call against the capital and
earnings of the insurance industry--the guaranty fund is invested
in the capital of insurance companies. When the guarantor is a
public agency some of this capital can be provided by taxpayers:
Premiums that banks pay to the FDIC may be deducted from their
taxable income and calls against insurers often may be declared as
credits against state tax liabilities.

Although insurance rates for depository institutions nominally
vary with their supervisors° rating of their risks, the effective
premiums are set according to rules that might not be sufficiently
flexible to represent properly each institution’s expecied losses
(Spopg 1994, pp. 117-8).

" Intermediaries would be indifferent between holding more
capital and accumulating a reserve held by its guarantors, provided
each intermediary is credited with a competitive rate of return on its
reserve (much like the structure of a cash-value life insurance
policy). This is not the case for an undifferenHated fund, such as that
of the FDIC.
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narily must insure themselves against all future risks
that au intermediary might assnme, issuing these
liabilities wonld be prohibitively expensive for those
intermediaries that have no intention of assuming
substantial risks in the future, nnless intermediaries
can insure this intention.~ Guarantors that levy flexible
insurance premiums over the dnration of long-term,
fixed-rate liabilities give intermediaries the opportu-
nity to issue such liabilities at appropriate rates of
interest.

Liability insurance premiums need not be ex-
plicit. Guarautors may effectively exact a fair pre-
mium, for example, by holding a call option against
intermediaries’ assets (Kane ~986; Pennachi 1987):
When the value of au intermediary’s assets is suffi-
cieutly low relative to its liabilities, the guarantor may
either impose formal agreements on its managemeut
or seize its assets. The implicit remuneration that
guarantors receive iu the form of this call option
compensates them for their liability insurauce. With
the prompt enforcement of standards for the capital of
intermediaries, guarantors would require no other
insurance premium, because they seldom would ex-
perience underwriting losses, provided markets for
intermediaries’ assets aud liabilities were efficient.

The mispricing of insurance for the value of
intermediaries’ liabilities essentially causes the price
of bearing risk for the intermediary to diverge from
the market price. If a guarantor were to assess premi-
ums that were less than creditors’ expected losses, the
guarantor would artificially lower the price of bearing
risk to intermediaries and their shareholders. This
would be analogous to creditors’ charging au interme-
diary a premium insufficient to cover their losses
(Figure 2b). At a point such as A~, an insufficient
insurance premium would not alter the value of the
shareholders’ put option, but it would reduce the
amount shareholders effectively pay creditors for this
option. Iu this case, the intennediary’s shareholders
would earn a rent which increases the value of their
eqnity (Figure 4). This rent would be greatest when,

~ Even in this frictionless model, policies that require inter-
mediaries to issue subordinated debt in order to establish a "capital
cushion" sufficient to guarantee the claims of more senior creditors
would impose too great a premium for this insurance. Intermedi-
aries’ cost of hinds would rise as they finance more of their assets
with longer-term, fixed-rate debt.

Liability insurance is not essential for intermediaries to issue
longer-term liabilities. By issuing short-term liabilities and buying
a longer-term interest-rate swap, agreeing to pay fixed and receive
floatiug, an intermediary essentially can issue longer-term debt,
while granting creditors the ability to adjust the yields on the
intermediary’s liabilities as necessary to correspond to its risks.

Value of Equity
with Fail Insurance Premiums

Value of Equity
with LQW Insurance Premiums

other things equal, capital is lowest for any given
iusurance premium (A] versus A2). Accordingly, the
line representing the value of equity would shift
upward (to a degree that diminishes with the magni-
tude of capital), and, when the insurance premium is
sufficiently low compared to bankruptcy costs, the
value of equity could exceed the value of the intenne-
diary’s capital. To exploit this rent, intermediaries
would increase both their insured liabilities and their
holdings of risky assets per dollar of capital. If, for
example, the intermediary wished to maintain capital
of C3 (point A3) with fairly priced insurance, it might
reduce its capital to C2 (point A2) if premiums were
sufficiently cheap. Whereas low premiums encourage
the taking of risks, excessive insurance premiums
would discourage intermediaries from offering in-
sured liabilities with yields as high as the risk-free rate
of interest, thereby rendering these accounts unattrac-
tive to investors.

Taxes interfere with the efficient operatiou of
financial markets by altering investors’ assessments of
the effective returns and risks available on various
investments. Wheu investors or assets are not taxed
the same, financial markets ordinarily fail to price
risks and returns uniformly. Some taxes, such as
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corporate income [axes or reserve requirements, im-
pose extraordinary expenses on certain financial inter-
mediaries. Unless these expenses are mi[igated in
other ways, the net burden of tax liabilities favors
intermediaries organized as mutual funds over other
financial intermediaries. Shareholders of intermediar-
ies with the greatest tax burdens withdraw their
equity from the holding of portfolios of assets in order
to emphasize, instead, the provision of financial ser-
vices, including the origination of securities.

Taxes interfere with the efficient
operation of financial markets by
altering investors" assessments of

the effective returns and risks
available on various investments.

Financial intermediaries pay both explicit and
implicit taxes. The return to equity for intermediaries
is generally taxed as corporate income, except for the
returns to the equity in qualified mntnal funds. Other
taxes are less explicit; banks, for example, must invest
some of their assets in reserves on which they earn no
return, as dictated by reserve reqnirements against
checkable deposits. Compliance with regulation also
imposes "taxes" on intermediaries. These tax liabili-
ties diminish an intermediary’s net return on assets,
which prevents it from offe,’ing competitive retnrns to
its shareholders, provided fully informed creditors
expect to receive a competitive rate of retnrn on the
intermediary’s liabilities and these creditors receive no
compensating benefits, such as lower personal income
taxes on the income they derive from these liabilities
(for example annuities, retirement accounts, or insur-
ance policies). Rather than purchasing the shares of a
taxed intermediary, savers would earn greater returns
by purchasing a levered portfolio of assets matching
that of the intermediary, thereby avoiding the need to
pay the intermediary’s taxes. Accordingly, the burden
of these taxes tends to reduce the value of equity
of intermediaries (the value of equity in Figure 4, for
example, shifts down by an amount reflecting this tax
burden at each value for capital).

Unless the burdens of intermediaries’ taxes are
offset by other considerations, the weight of these
liabilities encourages banks, life insnrance companies,
and other intermediaries to recast their accounts as

shares in mutual funds that also offer other financial
services. Bankers and insurers, for example, promote
contracts invested in accounts separate from their
general acconnt, wherein creditors essentially become
shareholders in mutnal funds offered by these compa-
nies. Without resorting to the strategy of offering their
customers mutual funds, intermediaries do derive
some relief from the burden of corporate income
taxation as a result of provisions in the personal
income tax laws. People who hold permanent insur-
ance policies, individual retirement acconnts, and an-
nuities generally pay no ctn’rent [axes on the income
that accrues on these investments, thereby relieving
intermediaries fi’om having to pay returns on these
accounts that fully match the returns on alternative
investments on which savers mnst pay current income
taxes. Even with this concession, however, an insur-
ance company selling tax-deferred annuities against
its general account cannot offer its creditors and stock-
holders net returns matching those of a mutual fund
that offers the same products becanse, other things
equal, the insurance company’s general account, un-
like the mutual fund, incnrs the added expense of a
corporate income tax liability.

H. Heterogeneous Opinions

When investors are not informed equally well,
o1", for other reasons, investors do not agree abont the
potential returns on assets, the activities of financial
intermediaries influence both the prices of assets and
the volume of investment (Gurley and Shaw 1955,
1956, 1960; Tobin 1963; Carosso 1970; Baskin 1988).
Financial intermediaries, in principle, foster efficient
financial markets by acquiring and managing propri-
etary information about assets that are not very famil-
iar to other investors. But the ability of intermediaries
to cultivate and harvest the fruits of this knowledge
depends on the confidence that others invest in the
intermediaries themselves. An intermediary’s cost of
funds, in these circumstances, rises with its leverage,
and this cost rises most slowly for those with the best
reputations. Because confidence in intermediaries’
investments tends to vary with business conditions,
financial markets may be prone to credit cycles as
the cost of funds rises and falls for intermediaries.
If, during the course of these cycles, outsiders become
especially skeptical of the value of intermediaries’
investments, then this loss of confidence undermines
the security of both intermediaries and financial
markets.
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Public m~d Proprietary Assets

Consider the simple case wherein financial mar-
kets comprise two types of asset. Assets of the first
type attract many analysts; consequently, most inves-
tors often hold very similar assessments of the returns
on these assets, and the), tend to trade in broad, deep,
and resilient public markets,r The second type com-
prises assets that are not familiar to lnany investors;
accordingly, opinions about these assets generally
diverge, their markets are not dependable, and their
prices can be very volatile. The valuation of these less
familiar assets depends on the role of financial inter-
mediaries, who expect to profit from their proprietary
information by purchasing assets that, in their opin-
ion, are valued too cheaply in public markets,s Other
investors may not value these assets very greatly
because, for want of sufficient information, they may
overestimate the risks inherent in these assets and, at
times, they might underestimate potential returns.

Loans from banks or finance companies, private
placements, venture capital investments, and many
over-the-counter securities are traditional examples of
assets that do not enjoy a broad public following. A
loan to a manufacturing compauy that has little access
to public financial markets commits the lender to the
company until the manufacturer may repay the loan
with its own resources or offer securities to other
lenders at attractive prices. Similarly, the lender may
not be able to sell its loan to others without making
substanfial concessions, unless other investors also are
familiar with the company and are at least as optimis-
tic about its prospects. Without an informed lender, a
prohibitively high cost of capital may confront the
manufacturer; whereas a private arrangement, with a
lender possessing proprietary information that is re-
inforced by frequent reports fi’om the company, dili-
gent oversight of the company, and some influence

7 Many listed securities may not trade in efficient markets.
According to IBES, many equities fail to attract the consisteut
atteutiou of very many aualysts. The earnings-price ratios for stocks
tend to be sufficiently high to entail a puzzlingly high cost of equity
(Abel 1991). Corporations, especially those with the best ratings,
seldom raise funds by issuing new equity (Myers and Majluf 1984),
and the correspondeuce betweeu itwestnaeut speoding and cash
flow is surprisiugly strong (Kopcke 1993). The volatility of assets’
returus seems to be very sensitive to recent "surprises" (for exam-
pie, GARCH models). Closed-eud mutual funds frequently sell at
significaut, variable discounts from their oet asset values. Aud,
some coutend that simple trading rules yield excess returns (for
example each Jaouary buy the 10 stocks iu Dow Jones lndustrials
that have the lowest price-earniugs ratios).

s This proprietary kuowledge is not necessarily shared equally
among all iusiders and does not always eotail a more accurate view
(Simous and Cross 1991).

Figure 5
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over the COlnpany’s decisions when necessary may
reduce the cost of funds considerably for the manu-
facturer, even after considering any administrative
impositions entailed by the loan. In this respect finan-
cial intermediaries can promote both the efficiency of
financial markets and capital forlnation by reducing
the bid-ask spread on securities that are not very
familiar to most investors.

Public Confidence mtd the Vahte of an
h~termediary" s Equity

The capacity of any intermediary to apply its
proprietary information depends on other investors’
confidence in the management of the intermediary.
Suppose an intermediary acquires an asset whose
risks appear greater to investors outside the interme-
diary than to specialists within the intermediary, so
that the intermediary’s private valuation exceeds the
public valuation of the asset (Figure 5). Before the
purchase of the asset, the value of the intermediary’s
equity in public markets corresponds to point 1
(matching point 2 in Figure 3). After the purchase of
the asset, outside investors perceive that the interme-
diary has assumed more risk, so even if outsiders
believed the interlnediary were being compensated
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fairly for its assumption of this additional risk, the line
representing the value of equity shifts downward,
reflecting the increased odds of bankruptcy. The value
of equity in this case would fall to point 2. However,
when the intermediary acqnires the asset for a price
exceeding its public valuation, outsiders also believe

The capacity of any
intermediary to apply its
proprietary information

depends on other investors’
confidence in the management

of the intermediary.

that the intermediary is assuming this additional risk
without receiving a sufficiently great expected return.
Accordingly, the value of the intermediary’s equity in
public markets falls to point 3. Similarly, outside
aualysts who mark the intermediary’s assets accord-
iug to their valuation in public markets find that their
measure of its capital falls by the distance between
points 2 and 3, which represents the amount that the
intermediary apparently overpaid for the asset.

Of course, the managers of the intermediary ac-
quiring the asset take exception to these discouuts.
Because they believe the risk inherent in the asset is
less than other investors believe it to be, and because
they believe the asset’s expected return is sufficient to
compeusate them for the asset’s risk, in their opinion
the dashed line representing the market value of
equity should not fall as low as the line passing
through point 2. In fact, to the degree the price they
pay for the asset does not fully reflect their private
valuatiou, the intermediary is earning a rent; there-
fore, in the opinion of its managers, the market value
of its equity should be closer to, and may even exceed,
that indicated by point 1.

The risk premium required of the intermediary by
outsiders limits the ability of intermediaries to "arbi-
trage" the bid-ask spreads prevailing on securities
that are not very familiar to most investors. The
managers of financial intermediaries may proceed
with their investments expecting that the resulting
excess returns will compensate them for having to pay
greater yields on their liabilities, but the need to cover

the higher cost of these liabilities, other things eqnal,
warrartts higher returns from their proprietary invest-
ments. Higher prices attract fewer takers. Further-
more, sufficiently large differences between the book
value of au iutermediary’s assets and outside analysts’
valnations of these assets threatens mauagement’s
freedom to make its own decisions.

The value of equity does not necessarily fall for all
intermediaries that purchase assets that are uot famil-
iar to other investors. Investors often accept the judg-
ments of those intermediaries with a history of earn-
ing of attractive returns, those with strong reputations
for making astute investments, for mauaging risky
investments, and for not investing too greatly in
illiquid assets. Managers deserving this confidence
earn returns that, on average, exceed those available
on other assets of similar risk that are traded in public
markets. The value of equity for intermediaries with
secure repntations tends to exceed their capital to the
degree their shareholders anticipate that they will
continue to earn rents.

Leverage and the Cost of Fu,~ds

If shareholders are more confident or optimistic
than creditors about the investments of a financial
intermediary, the intermediary’s cost of fuuds rises
with its leverage, thereby inducing its management to
set minimal standards for the intermediary’s capital
per dollar of risky assets. Other things equal, these
voluntary capital requirements increase when inves-
tors become more wary of an intennediary’s prospects
or the difference between an intermediary’s expected
return on assets and its cost of funds diminishes. In
these cases, management may meet its rising stan-
dards by acquiring more capital or by diminishing the
share of its portfolio invested in proprietary assets,
whichever course seems most economical.

The cost of funds for intermediaries depends on
marginal iuvestors’ views of their assets. Suppose
investors are either informed or uninformed about the
prospective return on an intermediary’s assets. If the
intermediary raises funds only from informed inves-
tors to finance a given portfolio of assets, its cost of
funds is ri regardless of its choice of leverage because
the investors’ assessments of the returns on this port-
folio do not depend on the manner in which it is
financed. UuilffOrlned investors, on the other hand,
require a greater return, r~,, because they anticipate
more risk. For any given degree of leverage, unin-
formed investors require a greater return on both their
debt and equity than do inforlned iuvestors, but this
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difference in required yields is greatest for equities
(Figure 6).9

If an intermediary issues liabilities to uninformed
as well as informed investors, informed investors
would tend to own the equity of the intermediary, and
uninformed investors would tend to own its debt. If
the h~termediary, after having exhausted the resources
of informed investors, were to offer both debt and

9 The difference between the returns required on equity is least
when leverage is negligible, a difference equal to the maximum
attained by debt at full leverage. As leverage rises, the difference
between the returns required by uninformed and informed inves-
tors on equity rises, because uninformed investors (who anticipate
greater risks than informed investors) require a greater spread
between equity and debt yields, a spread that rises with leverage.

Figure 7
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See Appendix.
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equity to raise new funds, it would offer these securi-
ties at higher yields than formerly to attract unin-
formed investors. Informed h~vestors would perceive
the price of new debt and equity to be comparatively
low, but equities would offer the better bargain. Ac-
cordingly, informed investors holding the debt of the
intermediary would exchange their securities for eq-
uities, outbidding uninformed investors. After the
available resources of informed investors were in-
vested entirely in equities, the intermediary would
achieve its lowest cost of funds by issuing only debt
instruments to uninformed investors to raise more
funds. In these circumstances, the intermediary’s cost
of funds rises as it expands and increases its leverage
(Figure 7)J° Because each new dollar of debt raises the
rate of interest that the interlnediary pays on all of its
debt, the marginal cost of these funds exceeds the
average cost of funds. If the intermediary were to issue
both new equity and debt to uninformed investors, its
average cost of funds would rise abruptly, and, with
this sale of equity, its marginal cost of funds, espe-
cially in the opinion of shareholders, would rise even
more abruptlyJ~

~o Once leverage becomes too great, the h~termediary, in prin-
ciple, might minin’6ze its average cost of funds by issuing new
equity, but doing so entails substantial capital losses for existing
shareholders. Accordingly, tbe institution’s voluntary standards for
capital ought to limit leverage, in order to avoid the potential
expense of having to issue new equity.

~ The prices of both equity and debt in competitive markets
would be set by the uninformed h~vestors, who, in this case, would
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Because investors’ opinions of an h~termediary’s
prospects generally span the spectrum of optimism,
price-discriminating intermediaries minimize their
cost of funds by issuing many different types of
liabilities that offer many different blends of expected
returns and risks. Their equity is held by the most
optimistic investors, while preferred stock, deben-
tures, notes, paper, investlnent contracts, deposits,
and repurchase agreements are held by others who
value an increasing degree of security. Retained cash
flow (representing the implicit investment of funds by
the most optin-fistic investors) and rights issues remain
the least expensive source of funds (Duesenberry 1958;
Myers 1984; Myers and Majluf 1984; Harris and Raviv
1991).

Bankruptcy costs reinforce the tendency for the
cost of funds to rise with leverage, once leverage
becomes sufficiently great. The markets for intermedi-
aries’ proprietary assets are not very liquid, especially
when the primary specialists in these assets, as a result
of their own financial duress, no longer are h~vesting
actively. Accordingly, ~vhen investors are not in-
formed equally well about the assets acquired by
financial intermediaries, the potential cost arising
from the bankruptcy of an intermediary can greatly
exceed those presented in section I, as a result of the
new owners’ need to manage unfamiliar proprietary
assets or to sell these assets in illiquid markets to other
wary investors. The expense of h~suring creditors
against this cost of bankruptcy becomes substantial
after an intermediary’s capital per dollar of risky
assets falls sufficiently low, thereby raising the odds of
bankruptcy. In this case, issuing new equity, even to
relatively wary investors, is more economical than
issuh~g new debt.12

Voluntary Standards for Capital

The optimal choice of leverage balances an inter-
mediary’s cost of funds agah~st its assessment of the
prospective return on its potential investments. For
example, the management of an intermediary could
expand its investments until its marginal return on
assets equals its marginal cost of funds. Although
managers might believe that outsiders impose too
great a hurdle rate given the risks (as the managers
perceive them) ird~erent in their assets, if the expected

marginal return on assets were less than the marginal
cost of funds, the value of the intermediary’s equity
would diminish with any further expansion of its
portfolio.

Those intermediaries with the best reputations
and, therefore, the lowest cost of funds would be able
to expand and to lever themselves the most. A good
reputation reduces an intermediary’s marginal cost
of funds in two ways. First, investors require lower
returns on the intermediary’s liabilities. Second, as the
intermediary expands, the least optimistic h~vestors
do not require returns very much greater than the
most optimistic investors.

Suppose two intermediaries expect yields of 10
percent on their proprietary assets, and insiders re-
quire a constant average cost of funds of 4 percent,
regardless of leverage. If these intermediaries could
rely solely on insiders for their financing, their mar-
ginal cost of funds would be a constant 4 percent. The

The optimal choice of leverage
balances an intermediary’s cost of
funds against its assessment of

the prospective return on its
potential investments.

ample investlnent opportunities for both, however,
compel them to sell debt to outsiders. The good
reputatiou of the first intermediary among outsiders
allows it to raise $10 million of debt at no premium
over the yield required by insiders on their debt, $20
million of debt at a pren-fium of 1 percentage point,
$30 million at a premium of 2 percentage points, and
so forth. The weaker reputation of the second allows
it to raise $10 million at no premium, $20 million at a
prelnium of 2 percentage points, and so forth. The
marginal cost of funds for the first intermediary is 4
percent for the fh’st $10 million of debt that it issues.
For the next $10 million the marginal cost of funds
rises to 6 percent: The second $10 million not only
costs a premium of I percentage point itself, but it also
raises the premium on the first $10 million from zero

be the marginal investors. New equity sold at a discount sufficient
to attract uninformed investors (especially when the reputation of
the intermediary is questionable) would impose substantial losses
on previous shareholders.

~2 The intermediary could reduce the cost of raising new capital
somewhat by issuing different classes of equity or other liabilities
(such as subordinated debt) that might: (1) be recognized as capital
by senior creditors and supervisors, and (2) offer new investors
more security than commou stock.
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to 1 percentage point. The marginal cost of funds rises
to 10 percent with $40 million of debt: the last $10
million requires a premium of 3 percentage points
itself, and it raises the premium on the previous $30
million by 1 percentage point, which adds another 3
percentage points to the cost of the last $10 million.
The second intermediary issues no more than $20
million of debt; otherwise, its marginal cost of funds
would exceed 10 percent. This intermediary can di-
minish, but not entirely avoid, the burden of its
handicap by issuing different liabilities to different
investors.13

An intermediary that suffers a loss of reputation
may cope either by diminishing its investments in
proprietary assets or by issuing new equity. The
former is frequently the most economical course. If the
marginal cost of debt is too expensive, equity is not
likely to be a bargain, because a loss of confidence
increases the cost of equity more than that of debt. If
the intermediary sold those assets that are most famil-
iar to outside investors, it would only increase its
marginal cost of funds as the proportion of its liabili-
ties backed by questionable proprietary assets in-
creased. If, however, outsiders discounted the value of
proprietary assets too greatly, so that selling these
assets entailed substantial losses and the intermedi-
ary’s capital were sufficiently low to raise the risk of
bankruptcy, management would need to issue new
equity.14

Financial Fragility, Credit Crunches,
and Systemic Risk

The financial system becomes more fragile as
public investors who formerly accepted intermedi-
aries’ valuations of their proprietary assets become
skeptical of those valuations,l~ Even the best investors
ultimately stiffer runs of bad luck wherein too many
investments yield disappointing returns for too long,
encouraging outsiders to question whether the returns
are adequate for the risks inherent in these proprietary
investments. Intermediaries that expect to earn greater
rents by not paying their "full price" to obtain their
proprietary investments, retain more "capital" for
protection against the consequences of disappointing
returns. A bad run would diminish, but not necessar-
ily eliminate, the value of an intermediary’s equity
relative to that of its capital (the value of equity would
tend to remain above point 1 in Figure 5). If the desire
to meet or beat the competition causes an intermedi-
ary to bid full price for its proprietary assets, it retains
less capital in the form of expected rents, putting the

valtte of its equity at greater risk should it experience
a run of disappointing earnings (the value of equity
could approach point 3 in Figure 5).~6

A loss of confidence creates a credit crunch, as the
cost of fnnds for affected financial intermediaries rises
compared to yields prevailing in public markets.

A loss of confidence creates a
credit crunch, as the cost of
fl~nds for affected financial~

intermediaries rises compared to
yields prevailing in public markets.

When outsiders discount the value of an intermedi-
ary’s proprietary assets, the value of its equity falls,
as creditors require greater risk premiums. Intermedi-
aries respond by reducing their leverage and their
investments in assets for which managements’ and
outsiders’ assessments diverge the most. In turn, the
cost of funds rises sharply for businesses and con-
sumers who depend on this intermediary for their
financing (Gurley and Shaw 1955, 1956, 1960; Tobin

~3 This exmnple illustrates why differences between yields on
private debt and Treasury debt might not indicate consistently the
magnitude of credit crunches, and it suggests that changes in these
differences may reflect more than changes in monetary policy.
Suppose the cost of funds for the first intermediary rose to match
that of the second intermediary o~ving to a sequence of disappoint-
ing earnings or growing fears of such disappointments. In this case,
the intermediary would reduce its investments and diminish its
leverage; yet, after this adjustment, the average cost of its debt in
public markets would not rise, but fall--its average premium on
debt drops from 3 to 2 percentage poh~ts. If a tighter monetary
policy (higher safe rates of interest) accompanied the shift in
confidence, the intermediary’s yield on debt would fall less than
indicated above or might even rise; nonetheless, any change in
quality spreads would reflect the changing assessments of both
insiders and outsiders. Ironically, the more skeptical outsiders
become, the greater is the ensuing credit cruuch, and the less quality
spreads may rise as intermediaries reduce both their leverage and
their investing in proprietary assets.

~4 The value of shares should fall well before the public
offering, as existh~g shareholders who anticipate this need to issue
new equity and who hope to limit their losses might sell their shares
to outsiders. Therefore, intermediaries’ voluntary capital standards
should become binding well before the need to issue equity to
outsiders becomes very great.

~ The recent experiences of banks in Texas, New England, and
Japan may illustrate such crunches (Furlong 1992; Peek and Rosen-
gren 1995a; Bizer 1993; Bernanke and Lown 1991; Berger and Udell
1994; Hancock, Laing, and Wilcox 1995).

~ Those whose bids reflect their full valuation of an asset,
"will, in the long run, be taken for a cleaning" (Capen, Clapp, and
Campbell 197I). See also Thaler (1988).
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1963; Bernanke and Gertler 1987). This crunch is most
severe for intermediaries that hold the least capital per
dollar of assets and those that retain less rent when
purchasing proprietary assets. Intermediaries for
~vhich these resources are most ample are best able to
adjust in a timely manner, perhaps postponing shrink-
ing until their reputation is restored.

The rent embedded in the yields on intermediar-
ies’ proprietary investments can be considered a pre-
mium for insuring access to funds for their customers
at reasonable terms. The need for this insurance is not
compelling when public confidence in the manage-
ment of financial intermediaries is strong. Accord-
ingly, when all are optimistic, competitive pressures
among intermediaries placing funds and customers
seeking funds may diminish the writing of this insur-
ance against credit crunches; borrowers want the best
yield, and lenders want the volume. In these circum-
stances, any attenuation of public faith in intermedi-
aries threatens a greater degree of financial fragility
and more severe crunches (Sharpe 1990; Slovin,
Shuska, and Polonchek 1993; Gibson 1995).

Systemic risk arises when the value of assets falls
well short of expectations at many financial interme-
diaries at nearly the same time. Of course, the failure
of one intermediary to meet its obligations may start
a chain reaction if many intermediaries invest very
greatly in each other’s liabilities. But the ties need not
be so explicit. For example, the failure of one bank
might kindle duress at others if all had taken similar
risks by investing a considerable proportion of their
assets in loans to similar borrowers or similar indus-
tries. The potential for systemic risk increases when
the need to establish strong reputations or accumu-
late capital encourages intermediaries to emulate win-
ners, impelling all to report returns matching those of
their most successful competitors. Systemic risk di-
minishes as intermediaries invest in more diverse
assets and mah~tain adequate profit margins on their
investments.

III. Heterogeneous Opinions and the
Consequences of Regulation

According to the analysis of section I, when all
investors assess the potential returns on all assets the
same and when capital markets are competitive, reg-
ulations that govern the risks and leverage assumed
by financial intermediaries are of little consequence
unless they alter the net yields on assets through taxes,
reserve requirements, or mispriced insurance fees. If,

however, investors are not equally well informed
about the prospective returns on all assets, the terms
on which financial intermediaries are able to issue
their liabilities or acquire assets depend considerably
on the regulations governing their financial structure.

Regulations that in some circumstances seem
prudent and conservative do not necessarily promote
safe and sound financial institutions or economic
stability if, in other circumstances, they diminish the
capacity of intermediaries to absorb financial shocks.

Regulations that in some
circumstances seem prudent and
conservative do not necessarily

promote safe and sound financial
institutions or economic stability

if, in other circumstances,
they diminish the capacity of

intermediaries to absorb
financial shocks.

Regulations such as capital requirements influence the
cost of funds for intermediaries, and the burden of
these requirements can vary substantially with outsid-
ers’ state of confidence. Although the conflation of
fixed capital requirements with the marking of assets
according to their market values promotes secure
intermediaries when all investors possess the same
information about intermediaries’ assets, these poli-
cies can increase the volatility of intermediaries’ cost
of funds when outsiders are not informed fully about
the prospects for interlnediaries’ proprietary assets.
Because regulations affect the price of risk in financial
markets and because this influence varies with eco-
nomic conditions, the most promising regulatory pol-
icies seemingly would stabilize financial markets best
by managing the price of risk in order to foster an
appropriate flow of savings and investment, rather
than by attempting to set absolute standards in order
to judge the safety and soundness of intermediaries.

Capital Requirements

When investors are not informed equally well or,
for other reasons, perceive the returns of intermediar-
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ies’ assets differently, the setting of minimum stan-
dards for the capital of intermediaries must balance
the potential benefit of safer financial institutions
against the cost of more expensive funds for those
who rely on interlnediaries for their financing.

The potential benefits of regulating standards for
capital are small unless creditors underestimate the
risks assumed by fh~ancial intermediaries. If creditors
require a premium that is too great, intermediaries
restrict their purchases of assets more than necessary
because of their greater cost of funds. Altering capital
requirements alone would not alleviate such a credit
crunch. If creditors require a premium that is too small
for the risks they bear, intermediaries would expand
more than otherwise. These circumstances may arise
when creditors expect governments or others to in-
demnify them should their intermediary fail and
when those who purportedly write this put option
receive an insufficient premium from the intermediary
to cover this liability. For example, if investors be-
lieved that the government regarded certain banks or
insurance companies as too important to fail, then
these institutions’ u~nsured creditors would not re-
quire adequate risk premiums of these intermediaries.

Capital requirements may limit the risks that
intermediaries transfer to others, but, in principle,
these requirements must be flexible if they are to
substitute for fair risk premiums. Proper capital re-
quirements should induce intermediaries to assume
the degree of leverage that they would have assumed
if creditors and their guarantors required properly
priced risk premiums (Figure 8). Suppose that, in the
opinion of fully informed investors who bear the full
risk of their investments, the marginal cost of funds
equals the marginal return on assets when an inter-
mediary’s leverage is 1o. IL however, creditors do not
require adequate risk premiums, the margh~al cost of
f~mds falls (the dashed line), and leverage rises to l~.

When capital requirements compel intermediar-
ies to s~vitch from debt to equity financing before they
reach their voluntary standards for lninimum capital-
ization, these requirements increase intermediaries’
cost of h_mds substantially. Should regulators require
that leverage not exceed 12, an intermediary’s cost of
funds would rise (the dotted line), thereby inducing it
to maintain leverage nearer 1o. The cost of funds rises
sharply before reaching l2 as the odds of having to
raise more equity increase when 1 approaches l2. The
more steeply the cost of funds rises near 12 (due to
the added expense of equity financing), the closer [2
should be to lI in order to achieve leverage very near
Io. The choice of 12 presumes both that regulators

Figure 8

Capital Requirements, the Cost of Funds,
and Optimal Leverage

Yield

Marginal Cost of Funds with
I Appropriately Priced Insuran.~e I ~
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I Capital Requirements I
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Marginal Return-] ~ /on Assets I ~Y"

Marginal Coat of Funds with
Underprced nauraece

Ic    ~    ~          1
Leverage

understand that the appropriate leverage is lo and that
they know how greatly the cost of funds rises with
the switch from debt to equity financing. In order to
maintain an appropriate flow of funds on proper
terms, capital requirements should change as both the
returns and risks inherent in an intermediary’s pro-
prietary investments change, as the "subsidy" implicit
in the returns required by creditors changes, and as
the "premium" for selling equity to outsiders changes.

FLxed capital requirements tend ~o exaggerate the
credit cycles that arise as the oph~ions of outside in-
vestors vary from optimism to pessimism during busi-
ness cycles (Blum and Hellwig 1995). At times when
outsiders are particularly optimisfic about the earn-
Legs of h~termediaries, fLxed capital requirements wonld
entail a comparatively low cost of funds, encouragh~g
intermediaries to expand comparatively rapidly when
the prospects for the economy are attractive. At times
when outsiders are particularly skeptical, require-
ments would impose a comparatively great cost of
funds on intermediaries and their proprietary invest-
ments, thereby increasing the magnitude of credit
crunches when the outlook deteriorates.

Adjusting capital requirements or the powers of
intermediaries seems to be an awkward means of
regulating intermediaries’ risk. When savers are too
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optimistic about the returns that will redound to
intermediaries, greater minimum capital requirements
might prevent insufficient risk premiums from inciting
speculative booms. Perhaps requirements might be
raised most for the "riskiest" assets, those riding the
greatest bubbles. Conversely, capital requirements
might be redttced when savers are too pessimistic. Yet,
this policy depends on regulators’ ability to recognize
bubbles before others and to enforce new capital
requirements. In any case, requiring intermediaries to
raise more capital when outsiders are most willing to
acquire their shares at high prices would seem to be a
weak deterrent to speculative booms, and requiring
less capital when savers are most concerned about the
security of intermediaries’ liabilities would seem to be
a weak spur to confidence. The countercyclical adjust-
ment of intermediaries’ powers for making certain
investments would pose similar problems.

Fixed capital requirements tend to
exaggerate the credit cycles that
arise as the opinions of outside
investors vary from optimism to

pessimism during business cycles.

To measure and control the risks of financial
intermediaries, especially those of banks and insur-
ance companies, regulations favor risk-based capital
requirements (Spong 1994, pp. 70-82; Webb and Lilly
1994; Barth 1995; Cummins, Harrington, and Niehaus
1994). According to this policy, an intermediary holds
capital in proportion to its investment in assets that
are designated risky, but it might not hold capital in
proportion to the risks that it assumed in its entire
balance sheet (Grenadier and Hall 1995). These re-
quirements, which currently dwell ahnost exclusively
on credit risks, take into account neither any diversi-
fication of investments that might mitigate these risks
nor any exposure to risks created by changing interest
rates and other yields on assets.~7 Safe balance sheets
might be burdened with excessive capital require-
ments: A portfolio of assets offerh~g a relative safe
return might comprise a blend of risky assets ~vith
offsetting risks. Conversely, risky balance sheets might
enjoy especially lenient capital requirements: A safe
asset, such as a govermnent bond, might be financed
with short-term loans, thereby creating considerable

risk for the intermediary and its creditors. Risk-based
capital requirements also entail an implicit tax, creat-
ing a kind of credit control, on those assets that are
designated as risky, often the proprietary assets of
intermediaries. This tax, which reflects the cost of
equity financing, becomes especially burdensome dur-
ing credit crunches. Accordingly, risk-based capital
requirements encourage intermediaries to reduce their
investments in these designated assets comparatively
greatly during crunches, despite their success in con-
trolling the risks in their balance sheets.

Accounting for Capital

The gravity of the tax implicit in capital require-
ments depends on the rules that govern how inter-
mediaries measure their capital. If the managers of
intermediaries are best informed about their propri-
etary assets for which markets too often are shallow or
illiquid, markh~g all assets according to market prices
undermines the efficient flow of funds in financial
markets by supplanth~g the opinions of specialists
with those of less hfformed investors. Market prices
in these circumstances can be biased estimates of the
values of proprietary assets.~s As the optimism of
outsiders rises, prices of these assets may nearly meet
or exceed proprietary valuations for a time, only to fall
below proprietary valuations when this optimism
subsequently ebbs. This potential volatility of outsid-
ers’ valuations for proprietary assets induces a com-
mensurate volatility of intermediaries’ capital with
market accounting. Banks in Texas, New England, and
Japan, for example, possessed more than adequate
protection when the value of enterprises and real
estate backing their assets was very great, but this
capital eroded quickly when the prices of these assets
collapsed.

Not only does a loss of confidence that reduces
the value of capital in this manner raise the cost of
funds for any given leverage (the dotted line in Figure
8 shifts up when leverage is near to or greater than 12),

~7 Banks and other intermediaries traditionally have pttrsued
profits by "taking a view" of market trends or by "riding the yield
curve." In the recent recovery, intermediaries invested a substantial
share of their assets in longer-tem~ Treasury securities in anticipa-
tion of falling interest rates. The risk in this strategy entailed no
extra capital assessments; instead, to the extent intermediaries
reduced their commitments to lower-grade bonds, mortgages, or
equities, their capital requirements were diminished.

~s When no true prices are quoted in markets for assets,
supervisors often resort to prices of comparable assets, prices
derived from models, or book values of assets net of estimates of
losses (due to default or workouts).
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but, with market accounting, the loss of confidence
also raises the cost of funds by increasing leverage
(increasing 1). When the prices of proprietary assets
are particularly high, the cost of funds is compara-
tively low (I tends not to exceed 12), encouraging
intermediaries to issue more debt and expand their
assets by offering comparatively attractive terms to
those seeking funds. When the prices of proprietary
assets "break," so does the capital of intermediaries
(if I were near /2, it would rise above 12), abruptly
increasing the cost of funds.

Marking both assets and liabilities according to
market values does not necessarily salvage market
accounting, partly because ratios of capital to assets,
however defined, are designed to measure neither the
risks assumed by intermediaries nor their capacity for
protecting creditors from losses (Merton 1995; Berger,
Herring, and Szeg6 1995). Insurance companies each
holding $10 million of 30-year mortgages financed by
$1 n-fillion of capital and $9 million h~ cash value life
h~surance policies have the same capital ratios. But
those companies that impose sufficient call prelrdmns
on policyholders who try to withdraw funds are
protected better should interest rates rise tmexpect-
edly. Similarly, companies that include sufficient call
premiums in their mortgage loans are better insured
against the risk of falling interest rates. Capital ratios
measure neither the insurance embedded in interme-
diaries’ portfolios nor the rate at which this insurance
coverage might change with economic conditions.19

Alternative assessments of the "capital" of port-
folios examine how their earnings and cash flows
change with economic conditions. These sensitivity
tests implicitly weigh the consequences of: (1) the
options assumed by intermediaries, including those
embedded in their assets and liabilities; (2) the mis-
matches in their books between long and short com-
mitments at various maturities; (3) the correlation of
returns among assets and liabilities; and (4) the possi-
bility that the prices of some assets collapse and their
maturities increase for want of dependable markets.
These tests should be dynamic, incorporating manage-
ments’ responses to changing conditions and covering
intervals of time sufficiently long to encompass the full
consequences of these changing conditions. Because
the need for insurance arises precisely because inves-
tors are not all fully informed and markets are not
dependable, these approaches might understate the
risks that arise when the confidence of outsiders shifts,
bringing surprisingly sharp changes in the prices of
riskier assets while changing the customary covari-
ances among their returns and perhaps those among

more liquid assets as well. Consequently, risk manag-
ers and supervisors should use the simulation model
behind these tests to isolate an intermediary’s bets--
that is, to isolate those economic conditions that will
threaten its solvency--so that they may assess its
potential risk.2°

Prompt Enforcement of Capital Requirements

Current strategies for regulating financial institu-
tions rest on the prompt enforcement of risk-based
capital requirements.2~ Policies for enforcing capital
requirements that promote sound financial institu-
tions in some circumstances might fail to do so in
other circumstances. For example, the prompt enforce-
ment of minimum capital requirements using market
value accounting is a conservative policy when the
markets for financial instruments are liquid. It also
can be an efficient means of levying a fair liabilitiy
insurance premium, as discussed in section I. Yet, the
prompt enforcement of capital requirements tends to
weaken h~termediaries when outsiders are most skep-
tical of the returns on their proprietary assets and the
prices of these assets understate their value signifi-
cantly. Accordingly, the prompt enforcement of capi-
tal requirements also might not reduce the potential
liabilities of agencies that guarantee the liabilities of
intermediaries (Gilbert 1992).

If risky assets were priced efficiently, their prices
would resemble random walks (Cootner 1964; Merton
1990). Tomorrow’s news would be no more likely to

~9 In the language of options, capital ratios do not convey the
deltas, the gammas, or any of the other "Greeks" embedded in a
balance sheet.

~_o Value-at-risk calculations essentially weight these events
according to odds chosen by management. Even if the manage-
ments of all intermediaries assigned the same odds to the same
events, supervisors might not agree ~vith these assessments. A
conservative policy, for example, might require that intermediaries
adopt policies that keep their maximum losses for "reasonably
likely" events below some minimum set by supervisors.

If intermediaries are portfolios of functions that differ mainly in
the blends of fi_~nctions they offer their customers, then level playing
fields and efficient markets might require functional regulation that
spans intermediari6s. Even so, the risk in a portfolio is not a simple
snm of the risks in its constituent functions. The auditing of risks
described in this paragraph, therefore, requires more universal
supervision.

~ Following a 1988 agreement on capital requirements among
the United States and other developed economies and the Federal
Deposit Insurance Corporation Improvement Act of 1991, the su-
pervisory standards that apply to each bank depend on its regula-
tors’ rating of the adequacy of its capital (Spong 1994, pp. 70-82). In
practice, however, regulators of banks appear to h~tervene earlier
and with more discretion than the risk-based capital provisions of
FDICIA would suggest (Peek and Rosengren 1995b; Jones and King
1995).
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increase the value of these assets more than expected
than to decrease their value more than expected.
When intermediaries purchased these assets, prudent
supervisors might require that they be marked accord-
ing to their market values, because they would be no
more due for redeeming gains after suffering substan-
tial losses than they would be due for further substan-
tial losses. A very conservative policy also might
require that capital equal 100 percent of the value of
proprietary assets so that creditors bear none of their
risk (Friedman 1959; Tobin 1985; and Litan 1987). This
need for 100 percent capital requirements diminishes
if supervisors compel intermediaries to practice a form
of portfolio insurance, responding promptly to any
losses by raising new capital or by selling some risky
assets (Fortune 1995). With such a policy of prompt
enforcement, the more frequently risky assets are
appraised and the less volatile are their prices, the less
capital is required.

When shareholders regard raising new capital
from outsiders to be very expensive, regulators have
another reason to enforce promptly their standards for
capital, including seizing the assets of intermediaries

The prompt enforcement of
capital requirements is not

necessarily a conservative policy
when markets are not liquid.

that are nearly insolvent even though their capital is
not exhausted. When an intermediary’s capital is
nearly depleted, shareholders may increase the value
of their equity either by raising new capital or by
assuming more risk, thereby increasing the value of
the put option created by the shield of limited liability
(Figure 2a). If creditors and guarantors do not raise
their risk premiums promptly as shareholders assume
more risk, then shareholders have little to lose by
taking riskier investments, and they have much to
gain should these investments produce high yields.
When regulators seize the assets of the intermediary,
they essentially are charging the shareholders a pre-
mium that covers the risk of the shareholders’ taking
such a strategy.

Nonetheless, the prompt enforcement of capital
requirements is not necessarily a conservative policy
when markets are not liquid. If proprietary assets are

not priced efficiently, their values may not follow
random ;valks. When outsiders are most optimistic,
the prices of these assets may nearly match or exceed
informed valuations; when outsiders are most wary,
their prices may fall well below these valuations.
Therefore, the prices of these assets tend to revert to
trends: Once a price falls below its proprietary valua-
tion, the odds of its returning increase with time,
while the odds of its falling further diminish. The
prompt enforcement of capital requirements may even
magnify the degree to which the prices of these assets
diverge from trends. If, for example, an intermediary
must sell proprietary assets in order to restore its ratio
of capital to risky assets after the prices of these assets
subside in the opinions of outsiders, then these prices
will fall further in illiquid markets. After the prices of
proprietary assets fall substantially, thereby increasing
an intermediary’s leverage, the chance of redeeming
capital gains increases with time, while the chance of
commensurate losses diminishes. Therefore, when the
value of an intermediary’s assets approaches that of its
obligations and its liabilities are of sufficiently long
duration, its expected losses due to insolvency may be
lo~v compared to the expected gains from retaining
these assets (the divergence between points 1 and 3 in
Figure 5 is especially great).

Suppose an intermediary attempts to maintain a
ratio of capital to assets of 10 percent, while investing
40 percent of its assets in proprietary investments, 60
percent in safe assets. Because creditors believe the
intermediary’s liabilities are insured adequately, the
yield on these accounts equals the yield on safe assets.
The prices of proprietary investments follow a
smoothed random walk: A below-average return on
these assets creates no expectation of compensating
above-average returns subsequently.2~- When favor-
able earnings increase its capital per dollar of assets,
the intermediary sells more accounts, investing the
funds as required to maintain the 3:2 ratio between its
safe and risky assets. When poor earnings reduce its
capital per dollar of assets, the intermediary sells no
new accounts and acquires no new risky debt. The
capital of this intermediary approaches zero, on aver-
age, nearly twice every one hundred years (Figure 9a).
When the intermediary practices portfolio insurance,
selling risky assets as required in order to prevent the

22 This example uses a colored random walk with drift. The
news that yields higher (or louver) than average returns in one year
tends to yield higher (or lower) returns in subsequent years, albeit
by an amount that diminishes with time. Despite these short-run
cycles, in the long run the probability distribution of the value of an
initial investment in the asset approaches a random walk.
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Figure 9a
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Figure 9c
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ratio of risky assets to capital from exceeding 4, then
the intermediary’s capital approaches zero less than
once every century (Figure 9b).

Although the prompt enforcement of minimum
capital standards makes intermediaries more secure
when the prices of their assets follow random walks,
this policy can undermine their security when their
proprietary assets are not ahvays liquid. If the values
of proprietary assets tend to return to trend--a run of
below-average rettu’ns increases the odds of earning
above-average returns--the capital-to-asset ratio al-
most uever approaches zero with the investment strat-
egy described in the first simulation (compare Figure
9c to %), even though the annual volatility of the rate
of return on proprietary assets is greater than in the
first case. If, in this last instance, the intermediary
practices portfolio insurance by selling some of its
risky assets after their values decline and if the dis-
posal of these assets temporarily reduces their prices
by an additional 10 percent, then the interlnediary’s
average capital-asset ratio (Figure 9d) falls and be-
comes more volatile. Consequently, the iutermediary’s
capital approaches zero more frequently, about once
every century, wheu it sells its risky assets at dis-
tressed prices in order to meet its capital require-
ments. Furtherlnore, this policy of promptly enforcing
capital requirements induces a clear credit cycle: The
lending capacity of the intermediary, as reflected in its
capital per dollar of assets, falls further and remains
depressed longer in this last case than it did in the
former.

Supervisio~ and Liability h~surance

Insuring the liabilities of financial intermediaries
can make financial markets more efficient both by
reducing the excessive risk premiums that outsiders
might require of intermediaries and by diminishing
the volatility of this preminln over time. In order to
achieve this efficiency, however, guarantors must
make informed assessments of the risks entailed by
intermediaries’ commitments, so that each intermedi-
ary’s insurauce prelninm corresponds to its risks. To
the degree the coverage of liability insurance is not
complete--creditors bear some of the losses arising
from insolvencies--or to the degree guarantors assess
the values of proprietary assets the same as less-
informed investors, then the cost of funds for financial
intermediaries becomes more dependent on the out-
siders’ state of confidence.

Financial intermediaries would be superfluous if
savers were expected to evaluate the assets of inter-

mediaries before purchasing their liabilities. Interlne-
diaries can offer savers considerable economies of
scale as their specialists divide the cost of their re-
search and managelnent among many savers. These
economies would be lost if each saver then evaluated
with "due diligence" the assets of intermediaries. But
here too, savers can realize economies by relying on
the expert opinions of analysts and snpervisors who
review the skills of intermediaries’ specialists and the
performance of their investments.

Neither analysts uor supervisors, however, are
disinterested referees (Stigler 1971). Analysts nmst
gain the confidence of their customers. Intermediaries
can shun those they regard as unfair, thereby denying
these analysts important information. Investors simi-
larly will be reluctant to hire analysts who fail to
anticipate and promote what seems to be the next
best investment. The reputation of supervisors, as the
name implies, rests on the reputation of the interme-
diaries they examine, which tends to restrain the vigor
of supervisors’ criticism and promote too lnuch toler-
ance (Stewart 1991; Kane 1995).

Analysts, by disclosing their expert criticism, may
foster a deeper and broader tmderstanding of inter-
mediaries’ finaucial strategies among outside inves-
tors. Although this understanding may stabilize pub-
lic confidence in intermediaries, it also may be fragile.
When many banks, insurance companies, and finance
companies profited from the commercial real estate
boom during the 1980s, for example, many analysts
applauded their strategies while questioning the acu-
men of those who did not invest in these assets. In the
ensuing bust, analysts were very critical of those
holding very many commercial mortgages or other
investments backed by commercial real estate. In
retrospect, both the accolades and the ceusures often
were exaggerated.2-~ The ability of analysts to build a
durable foundation for the confidence of outside in-
vestors also is limited by analysts’ limited access to
intermediaries’ proprietary information (Randall 1989).

Supervisors work in confidence, usiug their reg-
ulatory authority to enforce their standards. Although
supervisors, in principle, can review the investments
of intermediaries more intimately than analysts, prac-
tical limitations on their capacity for discovery encour-

~-3 Analysts and rating agencies essentially impose their own
risk-based "capital requil’emel~ts." The less formal "questioning" of
banks and insurance companies investing in low-grade or highly
leveraged debt, conlnlelcial lnortgages, derivatives, and certain
equities generally preceded formal regulations. Today, a dimin-
ished reputation among analysts can augmel~t the already consid-
el’able bul’den of formal capital reqoirements for intermediaries.
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age supervisors also to rely on regulations confining
the powers of intermediaries, ill order to maintain
safety and soundness (Buser, Chen, aud Kane 1981).24
Furthermore, supervisors, like the interlnediaries they
oversee, may be inclined to take bets. The dimensions
of the past savings and loan crisis were known long
before it made the headlines (Kopcke 1981; Carron
1982); yet, supervisors and government officials, who
were aware of the problem and worried by its poten-
tial cost, have been accused of allowing the indnstry to
grow despite its lack of capital in hopes that future
profits would restore its health (Kane 1989).

Supervisors have relied on regulatious in order to
limit the risks borne by il~termedial’ies because, even if
guarantors were collecting adequate premiums for
insuriug their liabilities, frequent or very expensive
failures would suggest that interlnediaries were not
sufficiently safe or sound to outside investors. With
fail" prelninms, the gual’antors’ expected obligations

In order to make financial
markets as efficient as

possible, each intermediary’s
insurance premium ought

to depend on the risks
entailed by its commitments.

would equal their premium receipts, but these premi-
ums would control neither tile frequency of failures
nor the amount of their expected losses. In other
words, fair premiulns fix the expected value of guar-
antors’ losses at zero, but fair premiums by themselves
do not control the variance of these losses. If guaran-
tors were to report substantial losses, outsiders might
question the ability of their guarantors to insure tile
value of their liabilities, thereby defeating tile purpose
of liability insurance. Furtherlnore, failures engender
administrative costs, similar to bankruptcy costs, that
tend to make iusurance programs excessively expen-
sive when insolvencies occur too frequently. Ill these
circumstances, surviving intermediaries and their cus-
tomers, who often bear a substantial share of these
extraordinary costs, would benefit from regulations
that lilnit each interlnediary’s ability to assume risk.

Adopting lnore extensive rules to lilnit inter-
mediaries’ powers is no longer a prolnising remedy.
From the 1930s to the 1970s, regulations controlled

both the assets and liabilities that interlnediaries
might issue and the competition among intermediar-
ies. To the degree regulations protected the rents of
each intermediary, they fostered safe and sound finan-
cial institutions at the cost of hiudering the fiexibility
and efficiency of financia! markets. This lack of flexi-
bility subsequently weakened interlnediaries once
bigb rates of infiation and high rates of interest
reduced or eliminated their rents, COlnpelling tbeln to
cultivate new opportnnities for profit. Regulations
setting greater standards for capital ouly impelled the
decline of other regulations that limited the powers of
intermediaries. As il~termediaries evolved, supervi-
sors increasingly bare fotmd themselves auditing
risks rather than enforcing regnlations that define
intermediaries.

Liability insm’ance may be considered a perfor-
mance contract between the snpervisors and creditors
of financial intermediaries: Supervisors not only as-
sess the risk, but supervisors as guarantors also in-
delnnify creditors against default, bearing the conse-
quences of any mispricing of this insnrauce. In order
to make financial markets as efficient as possible, each
intermediary’s insurance premium ought to depend
on the risks entailed by its commitments. Creditors
who value this service purchase insured liabilities,
accepting the safe rate of interest. Interlnediaries also
would prolnote these insured liabilities if, iu their
opinion, outsiders generally require excessive risk
premiunls on their uninsured accounts. Although
guarantors may not assess risks as optilnistically as
managers of intermediaries, their confidential audits
lnay allow them to levy premiums lower than those
required by most creditors, especially when outsiders
are most skeptical of the value of intermediaries’ assets.

For this liability insurance to be as efficient as
possible, guarantors should be able to obtain funds on
reasonable terlns at times of financial distress. Guar-
antors, most likely, will require assistance at those
times when their insured intermediaries are experi-
enciug substantial losses, tilnes when the threat of a
severe credit crunch or systelnic failnre is great and
eveu the most optimistic outside investors are most
skeptical of the value of intermediaries’ assets. On
these occasions, guarantors essentially exercise clailns
against the capital of snrviving intermediaries. Surviv-
iug interlnediaries might avoid incurring this addi-

~_4 Because surviving banks or insurance companies eventually
are liable for paying some of the claims against insovent interlne-
diaries (a restoration of the insurance fund), insured intermediaries
themselves benefit from supervision that limits these potential
claims against their capital.
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tional expense if the guarantor conld obtain financing
on favorable terms from a "lender of last resort," such
as tbe government, or from healthy interlnediaries
possessing sufficient resources.2~

IV. Regulatory Policy and Monetary Policy

When financial markets are competitive and all
investors assess the prospective returns on each asset
similarly, regnlation cannot make intermediaries safer
or sounder, becanse all investors are able to tailor their
risks to their tastes, and all are compensated uni-
formly for those risks that they assnme. Regulations
that set standards for intermediaries’ leverage or that
govern intermediaries’ abilities to purchase assets or
write liabilities should not influence the pricing of
assets even though these regnlations may limit the
powers of many intermediaries. Similarly, acconnting
conventions that dictate the way intermediaries report
either their income or the values of their assets and
liabilities should not impede the efficient pricing of
assets. These regulations and conventions alter neither
investors’ perception of the returns and risks offered
by assets nor their ability to realize these returns and
risks.

Ou the other hand, taxes--inclnding income
taxes, sterile reserve requirements, the cost of regula-
tion, and improperly priced liability insurance--affect
the pricing of assets by altering their net returns. Taxes
reduce the efficiency of financial markets, and this, if
anything, undermines the safety and SOUlldness of
savers’ investments. Unless the burdens of intermedi-
aries’ taxes are offset by other considerations, these
liabilities discourage traditional financial intermedia-
tion by prodding banks, life insurance colnpanies, and
other intermediaries to recast their liabilities as "mn-
tual funds" that also offer certain financial services.

If investors assess the prospective returns on each
asset differently, the prices of assets and the volume
of investment depend on the policies that govern the
activities of financial intermediaries. When not all
investors are informed equally well, intermediaries
can profit from their proprietary knowledge by raising
money from wary savers to invest in deserving assets,
thereby promising savers greater returns, other things
eqnal, while reducing the cost of capital for invest-
ment projects. The ability of intermediaries to "arbi-
trage" financial markets in this manner ultimately
rests on savers’ confidence in their expertise. Because
intermediaries’ cost of funds rises and falls with this
state of confidence, both the level and the volatility of

the cost of capital for investment projects depends on
tile perceived safety and soundness of financial inter-
lnediaries.

The lack of uniform information creates three
problems: (1) the cost of funds for financial interme-
diaries might be too high, on average, for the risks
inherent in their balance sheets; (2) the cost of funds
also might be too volatile; and (3) policies that set risk
premiums on behalf of outsiders might entail a cost of
funds that is, on average, too low, thereby encourag-
ing intermediaries to assume too much risk. Public
policy has attempted to cope with these problems
through regulation and liability insurance.

Efficiency might be promoted best when supervi-
sors audit the risks assumed by intermediaries, taking
into account as completely as possible their propri-
etary information, in order to levy reasonable premi-
nms for insnring some of their liabilities, lnsnrance is
most appropriate for basic liabilities that are backed
to a substantial degree by assets that either are not
familiar in public markets or can become illiquid--
certain bank accounts, insurance policies, and pension
plans. The enforcement of capital reqnirements alone
does not necessarily promote efficiency by controlling
the risks of intermediaries, because ratios of capital to
assets describe neither the risks assumed by interme-
diaries nor their capacity for protecting creditors from
losses. More revealing descriptions are provided by
analyses that isolate those economic conditions that
threaten the solvency of an intermediary. Liability
insurance premitnns would vary with these expo-
sures.2(’ This approach, in principle, would apply
equally well to intermediaries that hold substantial
portfolios of investments and to those that maintain
only a small portfolio of assets compared to their other
commitments and transactions. Intermediaries might
pay a portion of these premiums by carrying more
capital or by assuming hedges, but when these reme-

25 At first blush, guarantees of bank accounts and insurance
policies are backed by calls against the resotn’ces of the survb.,ors--
banks precommit, to a degree, in the form of the FDIC insurance
fund, but eventually the survivors must restore the fund after it
sustains substantial losses. The survivors, in turn, may transfer
some of this burden to taxpayers (see footnote 4).

-~a If guarantors have no particular comparative advantage for
assessing the likelihood that these threatening events will occur,
their premiums should reflect the going price of hedging, for
example, against a twist of the yield curve. By enforcing this
universal hedging, intermediaries that successfully bet against a
twist of the yield curve will not confuse their reward with pure
profit. According to traditional theory, the rents of intermediaries
are grounded in their unique knowledge of investment opportuni-
ties and their "arbit.’aging" market imperfections rather than their
bets on economic events.
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dies are excessively expensive, intermediaries retain
the option of purchasing coverage from their "insurer
of last resort." When guarantors inevitably experience
claims that exceed their reserves, they, in turn, must be
able to obtain temporary funding at reasonable rates
without raising questions about the safety and sound-
hess of the accounts that they insure.

Regulatory policy affects not only the returns on
intermediaries’ proprietary assets, but also the returns
on assets that commonly trade in public markets. To
the degree effective regulation promotes safer and
sounder intermediaries by reducing both the average
risk premium and the volatility of the risk premium
required of their liabilities, it also tends to reduce the
force of the credit cycle, thereby diminishing the
gravity of some factors of risk common to all assets.
Snch a reduction of systematic risk would entail lower
premiums for all assets.2~

This close relationship between regulatory policy
and the cost of funds in fiuancial markets runs parallel
to that of monetary policy. Indeed, monetary policy
and regulatory policy do not work independently of
each other. When central banks change the terms on
which they supply their liabilities, the resnlting
change iu the supply of and demaud for funds de-
pends on the regulations governing the behavior of
financial intermediaries. For example, Marriner Eccles,
Governor and Chairman of the Federal Reserve dur-
ing the 1930s, noted (Eccles 1951, pp. 266-67):

How can the Reserve System fulfill its responsibility of
helping to maintain economic stability when the control
of the nation’s banking system, through which it is
snpposed to work, is divided between state and federal
authorities, and among federal authorities? ... Or when
the power of federal authorities to conduct bank exami-
nations and issue regulations is divided among the FDIC,
the Comptroller of the Currency, and the Federal Reserve
Board, each of which has a different interest to be served
by the examinations it conducts and the regtflations it
issues?

... Clearly, if the System is committed to a policy of
monetary ease in times of depression, then bank-exami-
nation policies should follow a similar commitment. Or
if the System is committed to a policy of credit stringency
in order to curb an imminent inflation, then bank-exam-
ination policy should be bronght in line with that same
intention. Neither action was possible, however, so long
as examinations were also devised by the FDIC and the
Comptroller, whose personnel were disposed to follow
the same policies regardless of prevailing economic con-
ditions.

Eccles recommended, to little avail, that representa-
tives of the FDIC, the Comptroller’s Office, and the

Federal Reserve agree to a joint bank-examination
policy. More recently, critics have challenged regula-
tors of banks and insurance companies for adopting
standards that diminished the potency of monetary
policy during the last recovery.

Just as the efficacy of mouetary policy depends on
regulatory policy, so regulatory policy is couditioned
by monetary policy. For example, the variance of
inflation versus the variauce of capacity utilization in
the economy depends on the rules guiding the mon-
etary authority’s supply of base money (Fuhrer 1994).
In turn, the volatility of returns on assets and the
liquidity of intermediaries’ proprietary assets depend

The rules that best promote the
safety and soundness of financial

intermediaries cannot be
established independently of the

design of monetary policy.

not only on the size but also on the relative magni-
tudes of each of these variances, which are distinct
elements of systematic risk (Ross 1976; Sharpe and
Alexander 1990, Chapter 9). Furthermore, to the de-
gree monetary policy attempts to control interest rates,
the risks confronting intermediaries and their regula-
tors would differ from those arising should policy
attempt to control the growth of the stock of money or
nominal gross domestic product, or those arising if
monetary policy should attempt to manage the cost of
capital or Tobin’s q. Monetary policy not only affects
the means, variances, and covariances for assets, it
also influences the degree to which the returns on
assets or the values of assets tend to revert to trends.
Consequently, the rules that best promote the safety
and soundness of financial intermediaries canuot be
established independently of the design of monetary
policy.

Both monetary authorities and regulators essen-
tially are in the business of writing "deposit insur-
ance"--managing the price of risk and stabiliziug
economic performance, so that the values of invest-
ments generally fulfill reasonable expectations (Tobin

Regulation, therefore, is a public good. As Albert Wojnilower
has observed, banks are unique for having to pay for their deposit
insurance.
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1958, 1982). Both attempt to "insure" savers, investors,
and productive activity against the consequences of
economic "shocks." Because regulations affect the
price of risk in financial markets and because this
influence varies with economic conditions, the actions
of regulators, like those of the monetary authority,
should be sufficiently flexible to adjust with economic
conditions, in order to foster the prudent valuation of
assets and the efficient flow of funds from savers to
investors. Regulating the volume of intermediation by
enforcing fixed standards for capital that are propor-
tional to intermediaries’ investlnents in assets desig-
nated as risky, for instauce, might undermine the
stability of financial markets. At times, excessive con-
fidence might entail an insufficient price of risk,
thereby fostering speculative investment. When con-
fidence subsequenfly subsides, the rising price of
risk, reinforced by risk-based capital requirements
grounded in market-value accounting, amplifies the
credit cycle and increases the odds of a crunch. In
these circumstances, regulatory and monetary policies
would stabilize financial markets best by managing
the price of risk so that it dampens cycles in economic
activity.

Figure

Probability Distribution for
Value of Assets

L~ A*~ = C~ + Lt

Appendix

Figure 2

An intermediary finances a portion of its assets, A0, by
issuing debt, Lo. When the debt matures in t periods, the
intermediary will owe its creditors Lt = L0eft. At that time,
the capital of the intermediary will equal At Lt. (r is the
safe rate of interest. The following discussion explains the
pricing of the risk premium.) Figure A1 shows the probabil-
it3, distribution for the value of assets t periods in the future.
Taking into account the full range of values that are possible
for At, the expected value of assets is A~, and the expected
value of capital is A~ - Lt. If shareholders’ liability to
creditors were not limited, the expected value of their equity
would equal that of capital.

Because shareholders’ liability is limited, the expected
value of their equity is calculated only over the rauge of
values for At that exceed Lt; if At is lower than Lt, the value
of equity is zero. The value of equity in this case equals the
expected value of capital for the full range of A~ (as in the
first case) plus the expected value of Lt At when capital is
negative (the shaded region in the figure). Therefore, the
value of the intermediary’s eqnity in this second case equals
the sum of its capital and a put option with an "exercise
price" of L, and payoff equal to max(0, Lt - At) at the
"exercise date" t periods hence. (This combinatiou of an
equity stake and a put option is equivalent to a call optiou--
the line in Figure lb is the intrinsic value of a call.)

The value of this put option for shareholders is the

expected value of L~ - At when At is less than Lt. This
expected value increases as Ao - Lo beco~nes smaller or as
the variance of A iucreases; in both cases, the area of the tail
of the probability distribution to the left of Lt becomes
larger. If the distributiou of A is normal, the variance of A
per period is o2, and N[d] is the probability that a standard
normal variable does not exceed d, then the value of this put
option is (Sharpe and Alexander 1990, Chapter 18):

Put = Lo"N[-d2] - Ao* N[-d~], where

ln(Ao/Lo) + (r + .5o-2)t
d~=

The value of equity in pauel a is the sum of capital and the
value of this option. Because creditors assess the returns
on assets the sa~ne as shareholders, the value of creditors’
expected losses in panel b equals the value of the put optiou
derived above. Panel c shows the difference between the
value of equity and the value of the option, which equals
capital.

Figure 6

Iuformed iuvestors believe the standard deviation of
returns for the portfolio is cri, and they require a rate of
return of r~ for financing these assets. Uuinformed investors
believe the standard deviation is greater, oL.

If informed investors held both the equity and the debt
of the intermediary, the cost of funds wonld be r~, regard-
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less of leverage, 1, the ratio of the intermediary’s debt to its
assets. In this case, the value of the put option entailed by
leverage, p(llo-i), is the same for both shareholders and
creditors (see discussion of Figure 2). When the intermedi-
ary issues debt to uninformed investors, the value of the pnt
ol:;tion for creditors, p(llo-~.), exceeds that for shareholders.
The premium required by creditors rises relafive to that
required by informed investors as leverage increases. Ac-
cordingly, the intermediary’s cost of funds rises with lever-
age: r(/) = ri + [p(lla,) - p(ll~ri)].

Figure 7

The average cost of funds is that derived in Figure 6.
The marginal cost of ftmds equals:

d(Ir(1))
dl - r(I) + h"(I).

Panel a: An iutermediary holds risky and safe assets, fi-
nanced by equity and "deposits." The expected return on
risky assets, E(q), is 10 percent annually; the standard
deviation of this return, std(et), is 6 percent annually; and the
correlafion coefficient between ammal returns (a first-order
Markov process) is 60 percent:

rt = .10 + ~t

~/~ ~ N(0, .06~(1 .6x)).

The return on the intermediary’s safe assets and the
l’etum that the intermediary pays on its deposits is 7 percent.
The values of risky and safe assets increase according to
their returns and any new investlnents in these assets, A~
and A~; likewise, the value of its deposits increases as a result
of crediting interest and new inflows, A:

v; = vL,(t + ,’,) + a;

1.1~ = V[ ~(1.07) + A~

LI- L~_dl.07) + A~.

The capital of the intermediary, C, is the difference
between the value of its assets aud the value of its deposits,
L. When its capital per dollar of assets the previous year
exceeds its target of 10 percent, the intermediary issues new
deposits; otherwise, A is zero. If the intermediary’s risky
assets are less than 4 times its capital, the intermediary
purchases more risky assets in order to maintain the ratio

of 2 dollars of risky assets for every 3 dollars of safe assets;
otherwise, A’ is zero:

A, = maxl[10C, ~ - (V~ , + t"; ~)], O)

A[ max([4C~ - V’e_,(l + r,)], O)

When the intermediary’s capital falls below 0.5 percent,
it "fails," and its capital is restored to 10 percent. In the
simtflation shown in the graph, the intermediary fails 11
times, its mean capital-asset ratio is 9.5 percent, and the
annual standard deviation of this ratio is 3.5 percent.

Panel b: The assumptions are the same as those for the
previous panel, except that the intermediary sells risky
assets in order to maintain only 4 dollars of risky assets per
dollar of capital when this ratio exceeds 4:

&; - 4C~ = V;_~(I + r~).

In the simulation shown in the graph, the intermediary fails
4 times, its mean capital-asset ratio is 9.1 percent, and the
ammal standard deviation of this ratio is 3.5 percent.

Panel c: The assumptions are the same as those for the first
panel, except that the valne of risk), assets tends to revert to
a trend:

trend~ = V~(1.1)~

r~ = .10 + �,

~ = .6~ ~ - 2 logIV~ ~ - trend~ ~) +

~1~ ~ N(0, .05-’(1 - .6~-))

V;-= V; ~(1 + r,).

The standard deviation of annual rettn’ns behind the
simulation shown in the graph is 7.5 percent. Yet, because of
the tendency of the value of risky assets to revert to trend,
the intermediary does not fail during this simulation, its
mean capital-asset ratio is 10.3 percent, and the annual
standard deviation of this ratio is 2.2 percent.

Panel d: The assumptions are the same as those for the
previous panel, except that the intermediary sells risky
assets in order to maintain only 4 dollars of risky assets per
dollar of capital when this ratio exceeds 4, and this sale
entails transactions costs equal to 10 percent of the value of
the risky assets that are sold.

In this simulatiou, the intermediary fails 5 times, its
mean capital-asset ratio is 9.1 percent, and the annual
standard deviation of this ratio is 3.6 percent.
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Correction
Correction, September/October 1995 New England Economic Review

Because of a production error, the labeling on three of the figures was
incomplete in the article "Monetary Policy and the Behavior of Long-
Term Real Interest Rates," by Jeffrey C. Fuhrer.

Figure 5, on page 47: The forlnulas below the title should read as follows:

--c% = % = .1 .... c~,~= % = .25     -- ~,~= % = 1

Figure 6, on page 50: The labels for the two curves shonld read as follows:
the red, Real Rate; the dotted black, Fed Funds.

Figure 7, on page 51: The formula just below the title should read as
follows:

Baseline Policy Response, o~ = c~v = .1

Please enter these corrections on your copy of the September/October
1995 issue.
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