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A principal task for macroeconomics is to explain business cycles--
why economies experience somewhat regular patterns of expan-
sion and contraction, with a high degree of correlation across

industries and regions. This is also a difficult task; for example, there is
still no broad consensus on what caused the U.S. recession of 1990-91,
much less on what policymakers could have done to avoid it. Among the
hardest things to understand about business cycles are the sharp and
unpredictable turning points when the economy reverses course and
begins an expansion or contraction.

One reason that business cycle turning points are hard for econo-
mists to understand and predict is a direct result of the tools that they
employ: their theoretical and statistical models. A large and growing
body of evidence suggests that a key component in most models is
specified too restrictively to adequately capture the behavior of the
economy. This key component is the propagation mechanism, which
translates variables that a model takes as given (or "exogenous") into
variables that the model explains. The overly restrictive part of the
specification is the requirement that the propagation mechanism be
linear, which limits the form of the translation to adding a constant and
a factor of proportionalityA

Such a modeling framework puts most of the burden of explaining
business cycle fluctuations and turning points on movements in the
exogenous variables] Some exogenous variables are both important
enough to have macroeconomic impacts and subject to large, sudden
movements--oil prices, for example, rose dramatically in 1973 and again
in 1979 and are widely believed to have precipitated the recessions that
followed--but such direct associations are the exception rather than the
rule.B In general the plausibly exogenous variables that we observe move
more slowly and regularly.

Military spending is one such variable. While many commentators
believe that it has played a significant role in business cycles, most



recently in the Northeast and California, economic
models typically assign it quite a modest role. For
instance, the Congressional Budget Office (1992) and
the U.S. Department of Defense (1992) estimated that
the reductions in defense expenditures in recent years
account for no more than a few tenths of a percentage
point of the unemployment rate.4 Estimates of the
impacts of military spending have also tended to be
very imprecise, so that the hypothesis that it has n0
effect often cannot be rejected statistically.5 One pos-
sible route to better understanding the contributions
of changes in military spending to business cycles is to
move outside the linear model framework.

Recent years have seen renewed interest in non-
linearity, as research programs in several subareas of
macroeconomics have advanced models incorporating
nonlinear propagation mechanisms. In these models,
the effects of exogenous variables may differ depend-
ing on the size and direction of their movements or on
the cttrrent state and recent history of the economy. This
article exan~es the relationship between military
spendh~g and economic activity h~ a framework that
allows for several of these nonlh~ear features. The goals
are both to see if it yields a better understanding of the
contribution of military spending to business cycles,
and to help decide on the relative merits of these new
theories for interpreting macroeconomic fluctuations.

Such an endeavor with aggregate data is likely to

1 The general way to represent a linear translation of an input
x into an output y is y =mx + b, where b and m are the constant and
the factor of proportionality, and may take any fixed values. Widely
used examples of linear models include vector autoregressions,
most "real business cycle" models, and many large-scale policy
models like those reviewed in Hick,nan (1987). The main advantage
of linear models is their ease of use.

a Linear models can generate cycles, but the cycles are not sharp
or unpredictable.

B The OPEC oil shock of 1979 was followed by a brief recession
in 1980 and a longer and very deep recession that lasted from July
of 1981 until November of 1982. Monetary policy probably played
a role both in the sharp recovery in the second half of 1980 and
in the length and severity of the second recession. Hamilton (1983)
has argued that oil price rises have preceded most post~var re-
cessions, although the magnitudes in the pre-OPEC cases were not
sufficient to account, in a linear framework, for a large fraction of the
downturns.

~ Kodrzycki (1995) estimated that military employment cub
backs directly accounted for a 1.1 percent reduction in total non-
agricultural employment over the 1989-94 period, an.average of
about 0.2 percent per year. Thus the models exhibit an eh~ployment
"multiplier" of about 1, that is, no net employment reductions in
employment spill over to the civilian economy. Multiplier results
are discussed further below, in sections I and II.

s For instance, Shea (1993) found that aggregate military spend-
ing was not a significant determinant of any 2-digit manufacturing
industry’s output; both Rotemberg and Woodford (1992) and Guth-
rie (1993) reported wide ranges of possible responses, with the
former including "no effect."

be frustrated; at that level, military spending has not
varied much and thus will not be very useful for
identifying different types of responses. Essentially
two cycles in military spending have occurred since
the early 1960s, a buildup and drawdown associated
with Vietnam, and a second buildup under Presidents
Carter and Reagan that was reversed beginning in
1987. At the state level, however, a much greater
diversity of experience can be found, in addition to a
far larger set of observations. Both the average expo-
sure to military spending and its fluctuations over time
differ considerably across states.

Many believe that military
spending has played a significant

role in business cycles, most
recently in the Northeast and

California, but economic models
typically assign it quite a

modest role.

Rather than attempting to identify the detailed
h~terrelationships between the variables in each state’s
economy, this study estimates unconstrained forecast-
ing equations that simply capture the statistical rela-
tionship between economic activity and military spend-
ing. The equations allow for state-specific and year-
specific effects, and also h~clude oil prices and exchange
rates as control variables that affect the states’ economies
separately from n-fi]itary expenditures. The effects of the
recent n-filitary drawdown are estimated, and the evi-
dence is h~terpreted h~ light of several of the new macro
theories mentioned above and outlh~ed below.

The results suggest that military spending is a
significant determinant of economic activity at the
state level, with a modest impact on most states and
a sizable impact on those with a large exposure to the
military sector. The transmission of military spending
changes to personal income (and employment) ap-
pears to be nonlinear and asymmetric, with large
cutbacks having proportionally larger responses than
either large contract awards or small changes.

The article is organized as follows. The next
section discusses three of the new macro theories,
focusing on their propagation mechanisms and the
evidence that has been presented for them. The follow-
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ing section presents the data and the model used to
esthnate the milita13~ spendh~g-economic activity rela-
tionship, and the estimation results. A final section
discusses the resttlts in light of these new macro theories.

I. Some New Macro Theories

The earliest of the new theories that we consider
is the sectoral shifts hypothesis, proposed by Lilien
(1982). It begins with the fact that most economic
shocks do not have a uniform impact, but rather alter
the relative rewards from investing and working in
different sectors. If these shocks are large or persistent
enough, then individuals and firms respond to the
changed reward structure. They quit or are laid off
from jobs, invest in new education, and buy or sell
plant and equipment. These reallocations of resources
across sectors are often slow and costly. Lilien claimed
that such reallocations account for a large share of
unemployment in recessions; that assertion’s strong
and controversial policy implications have led most
empirical work to concentrate on measuring its valid-
ity. (Since the theory interprets most measured unem-
ployment as productive investment in creating new
~vorker-job matches, govermnent policy should attempt,
if m~ytl~ing, to facilitate the transfer of resources, rather
than expanding output as wottld be the case if unem-
ployment arose from instLfficient aggregate demand.)

Much less has been made of the implications that
the theory has for the economy’s response to shocks
(changes in exogenous variables). One implication is
that aggregation may obscure important information.
For instance, a reallocation of federal spending from
military hardware to medical services may involve no
change in the amount of overall government demand,
yet have large effects on areas concentrated in those
industries. Macroeconomics has seen increasing use
of disaggregated data in recent years for a variety of
reasons; such data may be necessary rather than just
helpful in identifying transmission mechanisms.

A second implication is that both adverse and
favorable shocks have reallocative components which
reduce output and income. This is clearest in the case
of adverse shocks. For example, if a region is hit with
a reduction in defense contracts, it will suffer a direct
loss of income (the size of the contracts) and some
spillover losses to adjacent industries as wel!. It will
also experience some "sectoral shifting"--diversion
of labor and capital from their now less attractive
positions to search for jobs and investment opportu-
nities in industries and regions that have relatively

better prospects. The theory also claims that favorable
shocks lead to some diversion of resources from
current employment to search for new opportunities,
which shows up as a muting of employment and
investment gains. While it is true that job quits rise in
expansions, it seems unlikely that the increased fric-
tional unemployment from favorable shocks would
lead to a significant muting of their expansionary
effects. However, linear models imply that responses
to equal but opposite shocks are mirrors of each other,
and they will be misspecified if the sectoral shifts
hypothesis is empirically important.

Aggregation may obscure
important information: a

reallocation of federal spending
from military hardware to medical

services may involve no change
in the amount of overall

government demand, yet have
large effects on areas concentrated

in those industries.

The second theory considered here was devel-
oped originally for the analysis of inventory invest-
ment. The models from this literature, referred to as
"S,s" models, have also been used in studies of money
demand and durable goods consumption. The theory
builds from the idea that "fixed costs" are often
associated with an action, in addition to costs that vary
with its magnitude. For example, training represents
a substantial per-worker fixed cost that must be paid
when increasing the size of the work force in many
occupations and industries. In general it is optimal
to act only when the benefits of an action outweigh
its costs. Thus it would not make sense to hire and
train new workers for small increases in labor de-
mand; that demand should be met ~vith increased
hours from existing workers. The values S and s refer
to the boundaries of the "zone of inaction," shown in
Figure la. Continuing the hiring example, the benefits
from having additional workers--reduced overtime
pay, better-rested workers, or simply the ability to
meet demand--will offset the costs at some point,
where the firm should hire and pay training costs.
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Figure la

Employment Adjustment Policy
with Fixed Costs

Figure lb

Financial Accelerator Propagation
Mechanism

Change in
Employment

s
Change in Demand

for Labor

Change in
Economic Activity

Shock0

At the individual level, S,s behavior generates an
important nonlinearity: Shocks that leave the target
variable within the boundaries have no observable effect,
wl~ile larger shocks do. Tltis nol~inearity will also be
present in the aggregate either if shocks to different firms
have enough of a common component or, as discussed
in Cooper and Jolm (1988), if the linkages across fh’ms’
behavior are stifficiently strong. Also, S,s models do not
make the asymmetry prediction that the sectoral slLifts
hypothesis does. If militaly spending shocks to a region
affect many different firms, ~hen this analysis allowing
for differential responses across different shock sizes has
the potential to detect S,s behavior.

In order to distinguish between S,s models and
other models where larger shocks also have larger
than proportional effects, this study will compare the
impacts of military spending shocks to two different
dependent variables: employment and personal in-
come. Employment, as just described, is thought to
involve substantial fixed costs associated with both
hiring and firing, while income should adjust more
smoothly. Therefore, no response in employment to
small shocks, but responses to larger ones (a nonlinear
response of employment to military spending shocks)

and a more linear response of personal income, would
be evidence in support of S,s employment effects.

The third theory examined here, referred to as the
financial accelerator, emphasizes the importance of
limitations on credit.6 In an ideal financial market,
anyone could obtain financing for a profitable invest-
ment project. However, owing to a variety of market
"imperfections," attributes of borrowers and lenders
matter as well. One important imperfection is that
borrowers have information that lenders do not about
the quality of investment projects and the likelihood of
repayment. Therefore, lenders require protection in
forms like maintenance of collateral and of a specified
ratio of cash flow to debt service.

While these forms of protection are the market’s
response to the difficulties of debt contracts, they
create a mechanism that propagates shocks to the
value of collateral or debt service ability. For example,
a cutback in defense procurement contracts to a region

a The various components of this theory have been developed
largely in the context of the "credit channel of monetary policy"
literature, but they describe propagation mechanisms that are not
particular to monetary policy shocks.

6 March/April 1996 New England Economic Review



may cause property values (and thus collateral values)
to fall, which reduces the ability of all of the region’s
residents to borrow. Thus the mechanism propagates
the shock from defense to other sectors, and may
depress the overall level of business activity.

Another set of financial market imperfections
operates on the lending side. Open market borrowing
(selling corporate bonds) entails large fixed costs of
underwriting and securities law compliance. These
costs preclude most small firms from borrowing on
the open market and render them dependent on banks
and other intermediaries for financing.7 Credit avail-
able to bank-dependent firms may be limited in a
variety of ways: Banks face geographical restrictions
on lending, must maintain ratios of capital to assets,
and may have available funds constrained by mone-
tary policy.8 This again creates a propagation mecha-
nism for shocks that limit the ability of banks in a
region to make loans; for example, cutbacks in defense
contracts may cause loan defaults, which diminish
bank capital and reduce lending in the area.

These financial accelerator propagation mecha-
nisms are likely to have nonlinear and asymmetric
features.9 Since many of the limitafions on firms’
ability to borrow and banks’ ability to lend are ex-
pressed and enforced as ratios, such as loan to value,
cash flow to debt service, or capital to assets, these
limitations bind in some ranges and not in others. A
small shock may reduce a firm’s ability to borrow,
while a larger shock may eliminate, rather than just
further reduce, that ability. No such threshold exists
for favorable shocks. Figure lb illustrates the relation-
ship, assuming that the firm begins from a "neutral"
position.1° Increases in demand lead to proportional

7 One can think of this as an S,s mechanism where small firms
are always in the "do not issue bonds" zone of inaction. A shock
that made it worthwhile for a small firm to issue bonds would also
make it a large firm.

s Deregulation of interstate banking and of many activities of
thrift institutions in recent years has reduced geographical restric-
tions. On the other hand, capital-asset restrictions have been both
increased and implemented more strictly. In addition, some less-
regulated bank competitors like finance companies have increased
their market share in recent years.

9A study such as this one will not be able to distinguish
whether the mechanism is operating primarily through shocks to
firms’ ability to borrow or through banks’ ability to lend. Answering
this question requires a more detailed examination of data at the
industry and firm level, like that of Peek and Rosengren (1995). It is
interesting to note that they find evidence that both the supply of
and demand for bank loans were unusually weak in New England
in the 1990-91 recession, when the region was suffering from large
military spending cutbacks.

20 The starting position of the firm or economy also matters, as
it does in the S,s case: A small shock to a high-debt firm is like a
large shock to a low-debt one.

increases in output, while decreases in demand be-
yond a point cause the firm to face financing difficul-
ties. Output then falls more than the drop in demand
warrants, because inventory shortages lead to stock-
outs, suppliers withhold shipments, and so on. Again,
as in the S,s case, these nonlinearities are at the
individnal but not the aggregate level; sufficient ag-
gregate components in shocks or linkages across firms
and sectors will mean that they are also exhibited at
the aggregate level.

A cutback in defense procurement
contracts to a region may cause
property values to fall, which
reduces the ability of all of the

region’s residents to borrow--an
example of the financial
accelerator mechanism.

Considerable evidence has been found at the
microeconomic level for each of these theories.~ Sev-
eral sources also provide evidence that these types of
models, with their nonlinear and asymmetric features,
can deliver on the promise of a better understanding
of business cycles. Rissman (1993) found that incorpo-
rating the effects of sectoral shifts improves the stabil-
ity of the Phillips curve (relating inflation and unem-
ployment). Caballero, Engel, and Haltiwanger (1995)
and Abel and Eberly (1995) have found that allowing
for S,s behavior in models of employment and invest-
ment, respectively, yields substantial improvement
relative to linear models. Bernanke and Gertler (1995)
have shown that the credit channels help remedy
some gaps in the traditional monetary policy trans-
mission mechanism.~=

Another supporting body of evidence comes from

~ See, for instance, Starr-McCluer (1993), Eberly (1994), Gertler
and Gilchrist (1994), Sharpe (1994), and Peek and Rosengren (1995)
and the references therein.

~2 The traditional view has held that a monetary easing de-
creases short-term interest rates, which lead to lower long-term
interest rates because they are substitutes from the lenders’ point of
view, which lead to increased investment. The main weaknesses in
the story are that long-term rates often do not respond to short rate
changes, and that many types of investment are not very responsive
to interest rates. The first credit channel instead (or in addition)
suggests that louver interest rates--both short-term and long-term--
reduce debt service and thus improve the creditworthiness of firms.
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some recent atheoretical econometric work. Several
authors, including Hamilton (1989), Rappoport and
Reichlin (1989), and Potter (1995), have found that
models with thresholds, switching between different
regimes, and other nonlinear propagation mecha-
nisms appear to describe and forecast many macro-
economic time series reasonably well. The atheoretical
models do not provide an economic rationale for their
propagation mechanisms, but they do suggest that
taking nonlinear behavior into consideration will aid
in understanding the business cycle.

H. Empirical Analysis

This section turns to the empirical work, which
attempts to measure the propagation mechanism
translating military spending shocks to state personal
income and employment.

The Model

Military spending effects are assessed using a
reduced-form panel regression model. The dependent
variable is growth in real, per capita personal income,
and the military spending variable is the change in
real, per capita procurement contracts awarded. Ob-
servations are for the 50 states plus the District of
Columbia, for the years 1963 to 1994. Procurement
spending is used because it is convincingly exogenous
to state economic activity, whereas other types of
military spending (especially personnel on bases) may
not be;13 it also accounts for approximately 30 percent
of the total defense budget and nearly half of the
current drawdown, so it is an important component of
military spending. Per capita personal income is one
of the best measures of state economic activity, and it
is readily available back to 1963 (the beginning of the
procurement data set); the results are also compared
to those that Hooker and Knetter (1995) obtained with
employment growth as the dependent variable in a
similar framework.

The reduced-form system of equations estimated
here follows the approach of Marston (1985) and

~3 If the allocation of military spending across states is jointly
determined ~vith states’ income--as is the case when states are
spared base closures because of their poor current economic condi-
tions-then ordinary least squares regression techniques produce
biased estimates. To obtain unbiased and consistent estimates, it is
necessary to instrument for military spending with variables exog-
enous to state economic conditions. Hooker and ICa~etter (1995)
discuss the statistical evidence and a priori arguments that procure-
ment spending is exogenous to state economic conditions.

Davis, Loungani, and Mahidhara (1995), who ana-
lyzed the behavior of state unemployment rates. State-
specific constants are included to capture features that
are relafively constant over time but vary across states,
like industry mix, weather and geography, and laws
and institutions. Similar fime-specific constants cap-
ture the impact of factors common to all states that
vary over time, such as demographic trends and
aggregate demand and supply disturbances.

In addition to these fixed effects, other possible
sources of variation h~ state personal h~come are consid-
ered.14 Most shocks to regional activity are difficult to
measure, but two that can be measttred are changes in oil
prices and exchange rates. Hamilton (1983) found that oil
price shocks generally, and not just those caused by
OPEC h~ the 1970s, are associated with aggregate down-
t~rns, and Keane (1993) found that oil prices served well
as a control, accounting for most of the variance arotmd
trend h~ a panel of real wages.

The experience of the mid-1980s in the United
States suggests that real exchange rate fluctuations
may also have important differential impacts on re-
gional economic activity due to state variation in
exposure to international competition. By specializing
in financial services, for instance, New York is more
insulated from fluctuations in the dollar than is Mich-
igan, which is dependent on conditions in the auto-
mobile market and thus subject to much greater pres-
sure from international producers. Singleton (1993)
provides some evidence on this relationship.

The equation to be estimated here thus relates
the growth rate of real, per capita personal income,
PY, to the annual change in real per capita procure-
ment contracts, kMIL; the percentage change in real
oil prices, OIL; and the percentage change in the
trade-weighted exchange rate, EXCH.~ With MIL en-
tered in changes, the equation implies that a perma-
nent change in procurement spending will not affect
the long-run growth rate of personal income in a state;
tests indicate that the data do not reject this constraint.

~4 Omitting from the equation exogenous factors that both
affect personal income growth and are correlated with military
spending causes the estimates to be biased. Of course one of the
main reasons why military spending has been used as an instru-
mental variable in macroeconometric research (for example, Hall
(1988) and Ramey (1989)) is that it is driven largely by noneconomic
factors, making it unlikely that it would have systematic correlation
with other exogenous factors. This means that the effect of omitted
variables on the military spending coefficients will primarily be
higher variance.

~ Real oil prices are defined as the producer price index for
crude oil divided by the GDP deflator, and the exchange rate is in
foreign currency per dollar.

8 March/April 1996 New England Economic Review



Personal income and procurement contracts each vary
across states, indexed by i, and years, indexed by t. Oil
prices and exchange rates are common to states and
thus vary only by year, and year-specific and state-
specific effects are denoted @t and Ai, respectively. Oil
prices and exchange rates are entered with a one-year
lag to captttre the delay in their effects on the economy.

Thus, the basic equation to be estimated is

q- ~iEXCHt-1 q- ’~’it" (1)

j is the number of lags of AMIL; at least two are
included based on estimates of the duration of con-
tracts (a contract awarded in one year has a typical
spend-out pattern of 60 percent in the first year, 30
percent in the second, and 10 percent in the third,
although this varies considerably across types of con-
tracts). The coefficient on M!L is constrained to be
equal across states (some constraint is needed for
variation in spending across states to identify the
responses); the constraint is relaxed, allowing different
responses to different-sized MIL changes, below. Oil
price and exchange rate coefficients vary across states,
with only a single lag included, again to conserve
degrees of freedom. The error term, ’~it, captures the
influence of unmodeled factors on state personal in-
come and is assumed to be uncorrelated across time
and across states.16

Esfimates of the /3 coefficients may be biased
¯ towards zero for at least two reasons. First, the M!L
data contain some measnrement error; not all of the
work on a procurement contract is performed in the
state to which the contract was allocated. Simulations
indicate that for plausible values of the parameters,
the bias may be as much as 30 percent. The second
source of bias is migration; people systemafically
leave states with relatively poor economic conditions
for states with better prospects. This will tend to
reduce both MIL and PY values when they are large
and increase them when they are small, since popula-

tion is in the denominator of both variables, resulting
in a reduced correlation between them.

The Data

Personal income data come from state tables on
personal income, population, and per capita personal
income from the U.S. Department of Commerce,
Bureau of Economic Analysis. The military spending
variable is prime contract awards over $25,000 by the
Department of Defense for procurement of supplies,
R&D, services, construction, and civil projects.17 Not
all contract work is performed in the state where the
contract is awarded; construction and service contracts
are attributed to the state where the largest dollar
amount of work was produced, wlfile contracts for
transportation and con’ununications services are allo-
cated to the state where the contractor’s home office is
located. A few negative contract values occur, when
more contracts are canceled than extended to a state h~ a
particular year; tl~is is the prhnary reason for entering
M!L in differences rather than percentage changes. Both
the state contract data and the personal income data are
then deflated by the U.S. GDP deflator and state popu-
lation in each year so that they are h~ real, per capita
terms before taking differences or percentage changes.~a

Figure 2 displays the average level of real pro-
curement spending per capita for the 50 states and the
District of Columbia over the 1963-94 period. The
chart reveals large differences across the states. Figure
3 shows that the time series behavior of procurement
spending also differs substantially across states. In
the 1980s, for example, contract awards fel! much
sooner in Connecticut and California than in Massa-
chusetts. Differences in amplitude are also large; for
instance, California and Kentucky have very smooth
paths of spending while those in Missouri and Con-
necticut are subject to substantial, sudden increases
and decreases. This heterogeneity of experience across
states and across years aids us in determining both the
magnitude of the contributions of procurement spend-
ing to state economic activity and its nature. The fact
that contracts are awarded in one year, but spent over
several, smooths the economic impacts of large

~6 One state or year effect must be omitted in estilnating
equation (1). Lagged dependent variables were allowed for, in case
personal income growth adjusts gradually to changes in the vari-
ables on the right-hand side of (1), but they were insignificant. With
lagged dependent variables, the model should be estimated in
differences via two-stage least squares because panel estimation
with fixed effects and lagged dependent variables yields inconsis-
tent estimates of the true parameters. However, as (1) is written it
may be estimated via ordinary least squares.

17 For part of the sample, the cutoff value for the data base was
$10,000 per contract. Since prime contracts between $10,000 and
$25,000 accounted for a small fraction of total contract awards, this
definitional change in the series has been ignored. In any case, it
probably affected all states similarly, so it would have little impact
on the results.

~s Gross State Product deflators may be constructed from data
available through 1992; the U.S. data include figures through 1994.
Using GSP deflators produced very similar results.
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Figure 2
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changes, and the lags allowed for in equation (1)
should pick this up. One final point is that the per-
sonal income data for three states with small popula-
tions, Alaska and the Dakotas, display anomalous
behavior. This may be due to their size (relative-
ly small changes then generate large percentage
changes). Given that together they represent less
than 1 percent of the population or of GNP, their
inclusion or omission should not be importanb but
dropping them reduces the standard error of the
regression by nearly one-third. The analysis is there-
fore carried out using the remaining 48 states (in-
cluding Washington, D.C.).

Estimation and Results

The estimated coefficients on the military spend-
ing variable from equation (1) are presented i1~ Table 1.
The time- and state-specific coefficients are difficult
to interpret: Since a state or a time period must be
omitted to estimate the equation (not all of them are
econometrically identified), the estimates are scaled
relative to the omitted state or year. The same holds
true for the exchange rate and oil price variables since
they do not vary across states. Those coefficients
accordingly are not reported, to save space.

The estimated military spending coefficients are
positive and strongly significant (their sum is 3.90
with a t-statistic of 5.20). The 95 percent confidence
interval for this sum spans 2.43 to 5.37, showing that
the disaggregated data have indeed provided a more
precisely estimated effect than typically found in the
literature. The point estimate of 3.90 implies that if a
state’s procurement expenditures were to rise by one
thousand 1987 dollars per capita--roughly bringing it
from the lowest to the highest average level of MIL--
the estimated impact would be a temporary increase
of almost 3.9 percent in real, per capita personal
h~come (ignoring the biases). The average change in
M!L in the data set is 0.08, implying more common
effects in the 0.3 percent range for personal income.

Equation (1) relates changes in procurement to
growth rates of income, which implies that the "mul-
tiplier" for procurement spending--how much in-
come $1 spent in a state generates--is not constant
across the range of personal income data. The multi-
plier may be computed at any particular value, how-
ever; for example, a per capita reduction in procure-
ment of $100 (in 1987 dollars) is estimated to reduce
the growth rate of personal income by 0.39 percent,
which for a state with the average level of per capita
income ($12,500) translates to only $49, less than the

Table 1
Key Parameter Esti~nates for Basic
Equation
A. Estimates for Personal Income Equation              --

/
(!) PYit = Ot +/ti + 2 ~jAMILi’t-J

j=0
+ ~iOlLt_~ + 8iEXCHt_~ +eit

lag: 0 /30 = 1.27
(3.40)

lag: 1 /3~ = 1.87
(5.45)

lag: 2 /32 = .77
(2.52)

~/3 = 3.90
(5.2o)

B. Estimates for Employment Growth Equation

lag: 0 /3o = .64
(2.58)

lag: 1 /3~ = .44 Pl = .35
(1.37) (2.86)

lag: 2 /32 = .85 P2 = -.30
(3.10) (-4.18)

7,/3 = 1.93
(2.74)

Note: For the personal income equation, SSR = 3407.76; SEE = 1.54;
N = 1440 (sample 1965-94). Lag lengths chosen according to Schwartz-
Bayes criterion. Heteroskedasfic-consistent t-statistics in parentheses.
First year-dummy excluded for identification; year and state dummies,
and OIL price and EXCHange rate coefficients not reported. O’s in em-
ployment growth equation are coefficients on lagged dependent variable;
estimation is in differences with instruments for the first lag of the depen-
dent variable. See Hooker and Knetter (1995) for details,

direct spending itself. Such a result is theoretically
possible--the standard argument is that government
spending "crowds out" some private sector spending
via increases in interest rates and monopolization of
finite productive resources--and several authors, in-
cluding Hall (1986) and Barro (1981), have estimated
multipliers for government spending that are less than
one. However, it seems likely that the mismeasure-
ment of the contract locations and migration, dis-
cussed above, are contributing a significant down-
ward bias to the multiplier estimate. (Hall’s estimate
for the multiplier was 0.62; combining Kodrzycki’s
(1995) estimates of military employment reductions
with the CBO unemployment projections gives a mul-
tiplier of approximately 1.)~9

19 See footnote 4 above.
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The estimates obtained by Hooker and Knetter
(1995) using employment data in the corresponding
specification also imply a small but precisely esti-
mated expansionary effect. Their results are repro-
duced in part B of Table 1; the AMIL coefficients are
0.64, 0.44, and 0.85 on the contemporaneous change
and two lags, respectively. The sum of the coefficients
is 1.93 with a t-statistic of 2.74, so again the 95 percent
confidence interval does not include zero. These num-
bers imply that a $100 per capita increase in a state’s
contracts increases its employment growth rate by
about 0.2 percent, roughly the same magnitude as the
effect on personal income. ¯

Next is an estimation that allows for nonlinear
and asymmetric effects. The distribution of changes
in MIL is fairly tightly concentrated around zero, with
over 80 percent of the observations representing
changes of less than $100 per capita in 1987 dollars.
However, that still leaves several hundred larger

changes with which to identify different effects from
different-sized shocks. A cutoff level of $100 per capita
(in 1987 dollars) for AMIL was chosen to distinguish
large from small changes. Then, ttsing dummy vari-
ables, reductions in MIL of more than the cutoff level,
increases in MIL Of more than the cutoff level, and
changes smaller than the cutoff level each may take
separate coefficients. The equation is then

2

PYit = Ot + Ai + ~cq(DLGN~AMILi, tq)

2 2

+ ~,~(DSM~,AMIL~,tV)+ ~’,/~(DLGP~:AMIL,,t_~)
j=0

+ ~)iOILit4 + q)iEXCHit-1 + sit (2)

Table 2
Key Parameter Estimates for Unconstrained Model
A. Estimates for Personal Income Equation

2 2
(2) PYi~ = Ot + Ai + ~ aj(DLGN’~AMILi, t-j) +

j=0 .~;=0

~ small &’s
lag: 0 ~xo = 1.11 /30 = .19

(2.01) (,15)
lag: 1 ~x~ = 2.55 /3~ = 1.59

(3.88) (1.41)

lag:2 e~2=1.50 /32= 1.30
(3.17) (1.02)

Y..~x = 5.15 7../3 = 3.07
(5.45) (1.43)

B. Estimates for Employment.Growth Equation
large ,U,’s small

lag: 0 ~xo = .83 /3o = .42
(2.00) (.46)

lag: 1 cq = 1.26 /3~ = -.66
(2.63) (-.59)

lag: 2 a2 = 1.51 /32 = .30
(3.86) (.31)

7.a = 3.60 7../3 = .06
(3.56) (.02)

j=0

large lq"s
3,o = 1.05

(1.61)

3,~ = 1.00
(1.77)

3,2 = .23
(.35)

7.3, = 2.28
(1.95)

large ,n,’s
3’0 = .52

(1.39)

3,~ = .07
(.14)

3,2 = .47
(1.04)

7.3, = 1.05
(.95)

p~ = .26
(2.14)

P2 = --’25
(-7.02)

Note: For the personal income equation, SSR = 3420.46; SEE = 1.54; N = 1440 (sample 1965-94). Lag lengths chosen according to Schwartz-Bayes
criterion. DLGN, DSM, and DLGP are dummy variables which equal one if the variable AMIL is less than - $100 per capita, between -$100 per capita and
$100 per capita, and greater than $100 per capita, respectively. Heteroskedastic-consistent t-statistics in parentheses. Year dummies, OIL price, and
EXCHange rate variables included but coe~cients not reported. ,o’s in employment growth equation are coefficients on lagged dependent variable;
estimation is in differences with instruments for the first lag of the dependent variable. See Hooker and Knetter (1995) for details.
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where DLGN is a dummy variable which takes the
value 1 if the zXMIL < -100 and zero otherwise, DSM
likewise is 1 if -100 < &MIL < 100, and DLGP is 1 if
iMIL > 100.

The results of this estimation are presented in part
A of Table 2. The first column shows that large
reductions in procurement expenditures have well-
determined effects that are much larger than those
estimated in Table 1, while large increases (third
column) have effects that are similar in size to those in
Table 1, but are less significant. An F-test for equality
of the coefficients on the large decreases and large
increases can be rejected at about the 10 percent level
of significance. Small changes (of either sign) also have
effects similar to those in the restricted specification,
but are not significantly different from zero. The sum
of the coefficients on large decreases is 5.15, and again
zero lies well outside the 95 percent confidence inter-
val; the bounds are 3.29 and 7.01.

The estimates using employment growth display
a similar pattern. Hooker and Knetter’s results, repro-
duced in part B of Table 2, show that the effects
of large reductions (ush~g the same $100 per capita
threshold) are significant, while the effects of both
small changes and large increases in procurement
spending are small and not significantly different from
zero. The sums of coefficients (and t-statistics) corre-
sponding to the estimates in Table 2 are 3.60 (3.56),
0.06 (0.02), and 1.05 (0.95) on large decreases, small
changes, and large increases, respectively.

One way to translate these estimates into magni-
tudes implied for actual data is to compute the effects
of recent years’ reductions in procurement spending.
This is illustrated in Figures 4 and 5 showing the
change in the growth rate of real per capita personal
income attributable to the drawdown, for the United
States as a whole, and for seven states that suffered
particularly large cutbacks. Using actual state procure-
ment data, each state’s response is calculated and then
a population-weighted average is taken. The shaded
bars use the estimates from Table 1, where each
response is constrained to be equal, and the white bars
allow the responses to vary depending on the size of
the shock, according to Table 2.

As Figure 4 shows, the estimates of the overall
effect of the drawdown are increased somewhat when
the Table 2 estimates are used. The overall contribu-
tion of the drawdown is still estimated to be moderate,
ho~vever: The peak years of the drawdown reduce
the growth of real per capita personal income by
t~vo-tenths of a percentage point, from its state-year
average of 2.1 percent to 1.9 percent. Figure 5 shows

that allowing for nonlinearity yields much larger
effects in seven states that underwent large cutbacks
(Arizona, Connecticut, the District of Columbia, Mary-
land, Massachusetts, Missouri, and Virginia). For
these states, the nonlinear estimates are roughly dou-
ble the linear estimates, implying reductions in per-
sonal income growth of half a percentage point or
more each year from 1989 through 1993.

IlL Discussion

The results in Table 2 provide evidence of both
nonlinearity and asymmetry in the response of state
personal income growth to military spending shocks.
Large cutbacks appear to have moderately large
impacts, concentrated on the exposed states, while
small changes of either sign and large increases have
smaller, and less precisely estimated, impacts. A sim-
ilar pattern of coefficients was found using employ-
ment growth as the dependent variable, and in earlier
work using state unemployment rates as well.

Which of the three theories discussed earlier in
this article are consistent with the results obtained?
The sectoral shifts hypothesis predicts that large
shocks should have more than proportionally larger
impacts, and that adverse shocks should have larger
effects than equal-sized favorable shocks. It is difficult
to believe, however, that the sectoral reallocation
resulting from new procurement contracts is sufficient
to offset over half of the income and employment gains:
The degree of asymmetry found exceeds that pre-
dicted. Since the biases in the estimation should re-
duce the impact of both types of shocks, they do not
seem to provide an explanation. Sectoral reallocation
of resources may be muting some of the expansionary
effects of new contracts, but it is likely that other
factors are at work as well.

The results are also somewhat consistent with the
financial accelerator theories, as they predict propor-
tionally larger responses to adverse procurement
shocks than to favorable shocks, although again the
weakness of the large increases is puzzling. The re-
suits are not very supportive of S,s theories. These
theories also predict the observed nonlinearity (pro-
portionally larger impacts of large shocks) but do not
predict the asymmetry. Further, since fixed costs are
thought to be important in hiring and firing, it was
expected that S,s implications would be observed in
employment to a greater extent than in income. The
results indicate that estimates for the two variables are
similar.
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Figure 4

Impact of the Current Drawdown on Growth of Real per Capita
Personal Income in the United States
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Gray: responses constrained to be equal. Red: responses va~/depending on size of shock, as in Table 2.

Figure 5

Impact of the Current Drawdown on Personal Income in Defense-Intensive States
Change in Growth Rate

1988           1989           1990           1991           1992           1993            1994
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Gray: responses constrained to be equal. Red: responses va~, depending on size of shock, as in Table 2.
States included: Arizona, Connecticut, District of Columbia, Ma~,land, Massachusetts, Missouri, Virginia.
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Several directions for future research are sug-
gested by these results. One is to examine whether
microeconomic data support the hypothesis that the
financial system played an important role in propa-
gating procurement shocks to the overall economy.
A second is to examine the extent to which the effects
of a shock depend on the current state of the affected
economy, as the financial accelerator implies. Finally,
the estimates implying that large reductions in pro-

curement have nauch stronger impacts on the econ-
omy than like-sized increases are difficult to explain,
and stand as a challenge for future research.2°

20 It is interesting to note that several authors, including Mork
(1989), Dotsey and Reid (1992), and Hamilton (1996) have found
evidence that oil price drops have no impact, while increases are
contractionary, and that Cover (1992) has found that expansionary
monetary shocks have no impact while contractionary ones do.
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T his study is the third in a series of Federal Reserve Bank of Boston
studies contributing to a broader understanding of derivative
securities. The first (Fortune 1995) presented the rudiments of

option pricing theory and addressed the equivalence between exchange-
traded options and portfolios of underlying securities, making the point
that plain vanilla options--and many other derivative securities--are
really repackages of old instruments, not novel in themselves. That paper
used the concept of portfolio insurance as an example of this equivalence.
The second (Minehan and Simons 1995) summarized the presentations at
"Managing Risk in the ’90s: What Should You Be Asking about Deriva-
tives?", an educational forum sponsored by the Boston Fed.

The present paper addresses the question of how well the best-
known option pricing model--the Black-Scholes model--works. A full
evaluation of the many option pricing models developed since their
seminal paper in 1973 is beyond the scope of this paper. Rather, the goal
is to acquaint a general audience with the key characteristics of a model
that is still widely used, and to indicate the opportunities for improve-
ment which might emerge from current research and which are undoubt-
edly the basis for the considerable current research on derivative securi-
ties. The hope is that this study will be useful to students of financial
markets as well as to financial market practitioners, and that it will
stimulate them to look into the more recent literature on the subject.

The paper is organized as follows. The next section briefly reviews
the key features of the Black-Scholes model, identifying some of its most
prominent assumptions and laying a foundation for the remainder of
the paper. The second section employs recent data on almost one-half
million options transactions to evaluate the Black-Scholes model. The
third section discusses some of the reasons why the Black-Scholes model
falls short and assesses some recent research designed to improve our
ability to explain option prices. The paper ends with a brief summary.
Those readers unfamiliar with the basics of stock options might refer to



Box 1: The Rudiments of Options on Common Stock

A call option gives the holder the right to acquire
shares of a stock at the exercise price, also called
the strike price, on or before a specific date, called the
expiration date. The seller of the call, called the writer,
is obligated to deliver the shares at the strike price if
the option is exercised. A call option is said to be a
covered call when the writer holds the shares that
might have to be delivered upon exercise. A call
option is naked when the writer does not own the
underlying stock. Writing a covered call is rouglfly
equivalent to writing a naked put option at the same
strike price. Naked call options expose the option
holder to the risk of nondelivery if the writer cannot
buy the shares for delivery. Brokers typically require
higher margins on naked calls.

A put option gives the holder the right to sell shares
at the strike price on or before the exercise date. The
writer of a put option is obligated to receive those
shares and to deliver the required cash. A put option
is covered if the writer has a short position in the
underlying shares; otherwise, the put is naked. Writ-
ing a covered put is roughly equivalent to writing a
naked call if the writer does not have a long position
in the shares. Naked put options expose the option
holder to the risk of loss if the writer does not have
sufficient cash to pay for delivered shares.

The price paid for an option is called the premium.
An option is said to be in-the-money if the holder
would profit by exercising it; otherwise it is either
at-the-money or out-of-the-money. Thus, a call option
is in-the-money if the stock price exceeds the strike
price, and it is out-of-the-money if the stock price is
below the strike price. A put option is in-the-money if
the stock price is below the strike price and out-of-the-
money if the stock price exceeds the strike price. An
option that remains out-of-the-money will not be
exercised and will expire without any value.

An option is European if it can be exercised only on
the expiration date. It is American if it can be exer-
cised at any time on or before the expiration date. An
equity option is an option on a specific firm’s common
stock. One equity option contract controls 100 shares
of stock. When equity options are exercised, the re-
sulting exchange is between cash and shares. All
equity options traded on registered exchanges in the
United States are American. An example of an equity

option is the range of options on Intel’s common stock.
Traded at the American Stock Exchange, this option is
available for several strike prices and expiration dates.
For example, on February 2, 1996 there were transac-
tions in the Intel call option expiring on February 16
with a strike price of $50 per share ($5,000 per con-
tract). The premium at the settlement (close of trad-
ing) was $7 per share ($700 per contract). Because
Intel’s closing price on NASDAQ was $56.75 per
share, this call option was in-the-money by $6.75 per
share ($675 per contract).

A stock index option is an option on a stock index,
and the resulting exchange is one of cash for cash. The
holder of an exercised stock index option receives the
difference between the S&P 500 at the time of exercise
and the strike price, and the writer pays that amount.
Each index futures contract is for $100 times the value
of the index. All stock index options traded in the
United States are American with one significant ex-
ception: The S&P 500-stock index option is European.
Denoted as SPX, the S&P 500 index option is traded
on the Chicago Board of Trade’s Option Exchange
(CBOE). On February 2, 1996, the CBOE’s SPX index
option was traded for expiration dates from February
1996 through December 1997. For each expiration date
there were options at a range of strike prices. On
February 2, 1996, when the S&P 500 closed at 635.84,
the settlement premium on the February SPX call
option with a strike price of 640 ($64,000 per contract)
was 5.00 ($500 per contract). The option was out-of-
the-money, because if it were immediately exercised,
the holder would receive $63,584, for which he would
pay $64,000.

All traded options expire on the third Friday of their
exercise month. Option contracts are not written di-
rectly between the buyer and seller. Instead, each
party makes a contract with a clearing house. In the
United States the Option Clearing Corporation is the
major clearing house. The primary function of the
clearing house is to eliminate counterparty risk as a
significant consideration. That is, the option holder
need not fear that the writer will not honor the option,
because the clearing house will honor it. If the holder
of an option chooses to exercise it, the clearing house
will randomly select a writer of the same type of
option to make delivery.

Notation

C: the premium on a call option
P: the premium on a put option
S: the price of the underlying security
X: the option’s strike price

r: the riskless rate of interest
or: the option’s volatility
T: the option’s expiration date
t: the current date
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Fortune (1995). Box 1 reviews briefly the fundamental
language of options and explains the notation used in
the paper.

I. The Black-Scholes Model

In 1973, Myron Scholes and the late Fischer Black
published their seminal paper on option pricing (Black
and Scholes 1973). The Black-Scholes model revolu-
tionized financial economics in several ways. First, it
contributed to our understanding of a wide range of
contracts with option-like features. For example, the

call feature in corporate and municipal bonds is
clearly an option, as is the refinancing privilege in
mortgages. Second, it allowed us to revise our under-
standing of traditional financial instruments. For ex-
ample, because shareholders can turn the company
over to creditors if it has negative net worth, corporate
debt can be viewed as a put option bought by the
shareholders from creditors.

The Black-Scholes model explains the prices on
European options, which cannot be exercised before
the expiration date. Box 2 summarizes the Black-
Scholes model for pricing a European call option on
which dividends are paid continuously at a constant

Box 2: The Black-Scholes Option Pricing Model with

Following Merton (1973), we consider a share of
common stock that pays a continuous dividend at
a constant yield of q at each moment, and a call
option that expires at time T. The current price of a
share, at time t, is denoted as St. This price can be
interpreted as the sum of two components. The first
component is the present value of the dividends to
be paid over the period up to time T, which is the
expiration date of a call option on the stock. The
second component is the value that is "at risk."
Because payment of dividends reduces the value of
the stock at the rate q, the stock price at time T is
reduced by the factor e-q(T-t), so the present value
"at-risk" is Ste-q(T-t).

Denoting the "at-risk" component as S*, the
Black-Scholes model assumes that S* evolves over
time as a diffusion process, which can be written as

dS*/S* = /xdt + o-dz (B2.1)

in which /x, called the "drift," is the expected
instantaneous rate of change in S*, and ~r, called the
"volatility," is the standard deviation of the instan-
taneous rate of change in S*. The term dz, called a
Wiener variable, is a norlnally distributed random
variable with a mean of zero and a standard devi-
ation of x/dt. Thus, the rate of change in S* vibrates
randomly around the drift. If we convert this to a
statement about the value of S*, we find that S* will
be log-normally distributed, that is, the logarithm
of S* will be normally distributed.

Now consider a European call option on that
stock which expires in (T - t) days. The Black-
Scholes model describes the equilibrium price, or

Continuous Dividends

premium, on an option as a function of the risky
component of the stock price (Ste-q(T-t)), the

present value of the option’s strike price (Xe-r(T-t)),

the riskless rate of interest (r), the dividend-yield on
the stock (q), the time remaining until the option
expires (T - t), and the "volatility" of the return on
the underlying security (~r). The volatility is defined
as the standard deviation of the rate of change in
the stock’s price.

Recalling that St* = Ste-q(T-t), the Black-Scholes
relationship is

Ct ~- St*N(dl) - Xe-r(T-t) N(d2)    (B2.2)
where

[In(S/X) + (r - q + ½o-2)(T - t)]/o-~/(T - t)

d2 = d~ - o-k/(T - t)

In this formula N(d) is the probability that a
standard normal random variable is less than d.
N(d1) and N(d2), both positive but less than one,
represent the number of shares and the amount of
debt in a portfolio that exactly replicate the price of
the option. Thus, a call option on one share is
exactly equivalent to buying N(dl) shares of the
stock and selling N(d2) units of a bond with present
value Xe-r(T-t~. For example, if N(d1) = 0.5 and
N(d2) = 0.4, the call option is exactly equivalent to
one-half share of the stock plus borrowing 40
percent of the present value of the strike price; this
is the option’s "replicating portfolio" and a position
consisting of one call option, shorting N(d~) shares,
and purchasing Xe-r(T-t) N(d2) of bonds creates a
perfect hedge, exposing the holder to no price risk.
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rate. A crucial feature of the model is that the call
option is eqttivalent to a portfolio constructed from
the underlying stock and bonds. The "option-replicat-
ing portfolio" consists of a fractional share of the stock
combined with borrowing a specific amount at the
riskless rate of interest. This equivalence, developed
more fully in Fortune (1995), creates price relation-
ships which are maintained by the arbitrage of in-
formed traders. The Black-Scholes option pricing
model is derived by identifying an option-replicating
portfolio, then equating the option’s premium ~vith
the value of that portfolio.

An essential assumption of this pricing model is
that investors arbitrage away any profits created by
gaps in asset pricing. For example, if the call is trading

The Btack-Scholes model
revolutionized financial economics

in several ways, contributing
to our understanding of a

wide range of contracts with
option-like features.

"rich," investors will write calls and buy the replicat-
ing portfolio, thereby forcing the prices back into line.
If the option is trading low, traders will buy the option
and short the option-replicating portfolio (that is, sell
stocks and buy bonds in the correct proportions). By
doing so, traders take advantage of riskless opportu-
nities to make profits, and in so doing they force
option, stock, and bond prices to conform to an
equilibrium relationship.

Arbitrage allows European puts to be priced
using put-call parity. Consider purchasing one call that
expires at time T and lending the present value of
the strike price at the riskless rate of interest. The cost
is Ct q- Xe-r(T-t). (See Box 1 for notation: C is the call
premium, X is the call’s strike price, r is the riskless
interest rate, T is the call’s expiration date, ancl t is the
current date.) At the option’s expiration the position is
worth the highest of the stock price (ST) or the strike
price, a value denoted as max(ST, X). Now consider
another investment, purchasing one put with the same
strike price as the call, plus buying the fraction e-q(T-t)

of one share of the stock. Denoting the put premium
by P and the stock price by S, then the cost of this is

Pt q- e-q(T t)st, and, at time T, the value at this position
is also max(ST, X).~ Because both positions have the
same terminal value, arbitrage will force them to have
the same initial value.

Suppose that Ct + Xe-r(T-t) > Pt ÷ e-q(T-t)st, for
example. In this case, the cost of the first position
exceeds the cost of the second, but both must be worth
the same at the option’s expiration. The first position is
overpriced relative to the second, and shrewd inves-
tors will go short the first and long the second; that is,
they ~vill write calls and sell bonds (borrow), while
simultaneously buying both puts and the underlying
stock. The result will be that, in equilibrium, equality
will prevail and Ct + Xe-r(T-t) = Pt q- e-q(T-t)st¯ Thus,
arbitrage will force a parity between premiulns of put
and call options.

Using this put-call parity, it can be shown that the
premium for a European put option paying a contin-
uous dividend at q percent of the stock price is:

Pt = -e-q(T-t~StN(-dl) + Xe-r~T-t~N(-d2)

where d~ and d2 are defined as in Box 2.
The importance of arbitrage in the pricing of

options is clear. However, many option pricing mod--
els can be derived from the assumption of complete
arbitrage. Each would differ accordiug to the proba-
bility distribution of the price of the underlying asset.
What makes the Black-Scholes model unique is that it
assumes that stock prices are log-normally distrib-
uted, that is, that the logarithm of the stock price
is normally distributed. This is often expressed h~ a
"diffusion model" (see Box 2) in which the (instanta-
neous) rate of change in the stock price is the sum of
two parts, a "drift," defined as the difference bet~veen
the expected rate of change in the stock price and
the dividend yield, and "noise," defined as a random
variable with zero mean and constant variance. The
variance of the noise is called the "volatility" of the
stock’s rate of price change. Thus, the rate of change in
a stock price vibrates randomly around its expected
value in a fashion sometimes called "white noise."

The Black-Scholes models of put and call option
pricing apply directly to European options as long as
a continuous dividend is paid at a constant rate. If no

~ Consider the call cure bond position, purchased for Ct +
Xe r(T t). If, at expiration, ST <- X, the call will expire without value
and the position will be worth the accumulated value of the bond,
or X. However, if, at expiration, the call is in-the-money (that is,
ST > X), it will be exercised and the holder will receive S~r - X.
When added to the value of the bond at time T, the position is worth
S~- - X + X = Sr. Thus, the call cure bond position is worth the
highest of ST or X, a value denoted by max(ST, X).
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dividends are paid, the models also apply to American
call options, which can be exercised at any time. In this
case, it can be sho~vn that there is no incentive for
early exercise, hence the American call option must
trade like its European counterpart. However, the
Black-Scholes model does not hold for American put
options, because these might be exercised early, nor
does it apply to any American option (put or call)
when a dividend is paid.2 Our empirical analysis will
sidestep those problems by focusing on European-
style options, which cannot be exercised early.

A call option’s intrinsic value is defined as
max(S - X,0), that is, the largest of S - X or zero; a
put option’s intrinsic value is max(X - S,0). When the
stock price (S) exceeds a call option’s strike price (X),
or falls short of a put option’s strike price, the option
has a positive intrinsic value because if it could be
immediately exercised, the holder would receive a
gain of S - X for a call, or X - S for a put. However,
if S < X, the holder of a call will not exercise the option
and it has no intrinsic value; if X > S this ~vill be true
for a put.

The intrinsic value of a call is the kinked line in
Figure 1 (a put’s intrinsic value, not shown, would
have the opposite kink). When the stock price exceeds

the strike price, the call option is said to be in-the-
money. It is out-of-the-money when the stock price
is below the strike price. Thus, the kinked line, or
intrinsic value, is the income from immediately exer-
cising the option: When the option is out-of-the-
money, its intrinsic value is zero, and when it is in
the money, the intrinsic value is the amount by which
S exceeds X.

Convexity, the Call Premium, and the Greek Chorus

The premium, or price paid for the option, is
shown by the curved line in Figure 1. This cttrvature,
or "convexity," is a key characteristic of the premium
on a call option. Figure 1 shows the relationship
between a call option’s premium and the underlying
stock price for a hypothetical option having a 60-day
term, a strike price of $50, and a volatility of 20 per-
cent. A 5 percent riskless interest rate is assumed. The
call premium has an upward-sloping relationship
with the stock price, and the slope rises as the stock
price rises. This means that the sensitivity of the call
premium to changes in the stock price is not constant
and that the option-replicating portfolio changes with
the stock price.

The convexity of option premiums gives rise to a
number of technical concepts which describe the re-
sponse of the premium to changes in the variables and
parameters of the model. For example, the relation-
ship between the premium and the stock price is
captured by the option’s Delta (zX) and its Gamma (F).
Defined as the slope of the premium at each stock
price, the Delta tells the trader how sensitive the
option price is to a change in the stock price.3 It also
tells the trader the value of the hedging ratio.4 For
each share of stock held, a perfect hedge requires
writing 1/A~ call options or buying 1/Ap puts. Figure
2 shows the Delta for our hypothetical call option as a
function of the stock price. As S increases, the value
of Delta rises until it reaches its maximum at a stock

2 If a dividend is paid, an American call option might be
exercised early to capture the dividend. American puts might be
exercised early regardless of a dividend payment if the}, are
deep-in-the-money. Thus, American options might be priced differ-
ently from European options.

~ Delta is defined as ~X~ = OC/OS for a call and /~p = OP/OS for
a put.

4 The hedging ratio is the number of options that must be
written or bought to insulate the investor from the effects of a
change in the price of a share of the underlying stock. Thus, if ~ =
0.33, the hedging ratio using calls is -3, that is, calls on 300 shares
(3 contracts) must be written to protect 100 shares against a change
in the stock price.
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Figure 2
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price of about $60, or $10 in-the-money. After that
point, the option premium and the stock price have a
1:1 relationship. The increasing Delta also means that
the hedging ratio falls as the stock price rises. At
higher stock prices, fewer call options need to be
written to insulate the investor from changes in the
stock price.

The Gamma is the change in the Delta when the
stock price changes.5 Gamma is positive for calls and
negative for puts. The Gan’una tells the trader how
much the hedging ratio changes if the stock price
changes. If Gamma is zero, Delta would be indepen-
dent of S and changes in S would not require adjust-
ment of the number of calls required to hedge against
further changes in S. The greater is Gamma, the more
"out-of-line" a hedge becomes when the stock price
changes, and the more frequently the trader must
adjust the hedge.

Figure 2 shows the value of Gamma as a function
of the amount by which our hypothetical call option is

5 Fc = 0A~/0S = 02C/OS2 for a call and Fp = c3Ap/0S = 02p/0s2

for a put.

in-the-money.6 Gamma is ahnost zero for deep-in-the-
money and deep-out-of-the-money options, but it
reaches a peak for near-the-money options. In short,
traders holding near-the-money options will have to
adjust their hedges frequently and sizably as the stock
price vibrates. If traders want to go on long vacations
without changing their hedges, they should focus on
far-away-from-the-money options, which have near-
zero Gammas.

A third member of the Greek chorus is the op-
tion’s Lambda, denoted by A, also called Vega.7 Vega
measures the sensitivity of the call premium to
changes in volatility. The Vega is the same for calls
and puts having the same strike price and expiration

6 Because the actual values of Delta, Gamma, and Vega are very
different, some scaling is necessary to put them on the same figure.
We have scaled by dividing actual values by the maximum value.
Thus, each curve in Figure 2 shows the associated parameter
relative to its peak value, with the peak set to 1. Note that Delta is
already scaled since its maximum is 1.

7 Vega is not a Greek letter, but it serves as a useful mnemonic
for the sensitivity of the premium to changes in Volatility. A~ =
OC/0o- for a call and Ap : OP/Oo- for a put, where o- is the volatility
of the daily return on the stock.

22 March/April 1996 New England Economic Review



date. As Figure 2 shows, a call option’s Vega conforms
closely to the pattern of its Gamma, peaking for
near-the-money options and falling to zero for deep-
out or deep-in options. Thus, near-the-money options
appear to be most sensitive to changes in volatility.

Because an option’s premium is directly related to
its volatility--the higher the volatility, the greater the
chance of it being deep-in-the-money at expiration--
any propositions about an option’s price can be trans-
lated into statements about the option’s volatility, and
vice versa. For example, other things equal, a high
volatility is synonymous with a high option premium
for both puts and calls. Thus, in many contexts we
can use volatility and premium interchangeably. We
will use this result below when we address an option’s
implied volatility.

Other Greeks are present in the Black-Scholes
pantheon, though they are lesser gods. The option’s
Rho (p) is the sensitivity of the call premium to
changes in the riskless interest rate.8 Rho is always
positive for a call (negative for a put) because a rise in
the interest rate reduces the present value of the strike
price paid (or received) at expiration if the option is
exercised. The option’s Theta (0) measures the change
in the premium as the term shortens by one time unit.9
Theta is always negative because an option is less
valuable the shorter the time remaining.

The Black-Scholes Assumptions

The assumptions underlying the Black-Scholes
model are few, but strong. They are:

¯ Arbitrage: Traders can, and will, eliminate any
arbitrage profits by simultaneously buying (or
writing) options and writing (or buying) the
option-replicating portfolio whenever profitable
opportunities appear.

¯ Continuous Trading: Trading in both the option
and the underlying security is continuous in
time, that is, transactions can occur simulta-
neously in related markets at any instant.

¯ Leverage: Traders can borrow or lend in unlimited
amounts at the riskless rate of interest.

¯ Homogeneity: Traders agree on the values of the
relevant parameters, for example, on the riskless
rate of interest and on the volatility of the returns
on the underlying security.

¯ Distribution: The price of the underlying security
is log-normally distributed with statistically in-

dependent price changes, and with constant
mean and constant variance.

¯ Continuous Prices: No discontinuous jumps occur
in the price of the underlying security.

¯ Transactions Costs: The cost of engaging in arbi-
trage is negligibly small.
The arbitrage assumption, a fundamental proposi-

tion in economics, has been discussed above. The
continuous trading assumption ensures that at all times
traders can establish hedges by silnultaneously trad-
ing in options and in the underlying portfolio. This
is important because the Black-Scholes model derives
its power from the assumption that at any instant,

If traders want to go away on
long vacations without changing
their hedges, they should focus on
far-from-the-money options, which

have near-zero Gammas.

arbitrage will force an option’s premium to be equal
to the value of the replicating portfolio. This cannot
be done if trading occurs in one market while trading
in related markets is barred or delayed. For example,
during a halt in trading of the underlyh~g security
one would not expect option premiums to conform to
the Black-Scholes model. This would also be true if
the underlying security were inactively traded, so that
the trader had "stale" information on its price when
contemplating an options transaction.

The leverage assumption allows the riskless inter-
est rate to be used in options pricing without reference
to a trader’s financial position, that is, to whether and
how much he is borrowing or lending. Clearly this is
an assumption adopted for convenience and is not
strictly true. However, it is not clear how one would
proceed if the rate on loans was related to traders’
financial choices. This assumption is common to fi-
nance theory: For example, it is one of the assumptions
of the Capital Asset Pricing Model. Furthermore,
while private traders have credit risk, important play-
ers in the option markets, such as nonfinancial corpo-
rations and major financial institutions, have very low
credit risk over the lifetime of most options (a year or
less), suggesting that departures from this assumption
might not be very important.

The homogeneity assumption, that traders share
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the sal-ne probability beliefs and opportunities, flies in
the face of comlnon sense. Clearly, traders differ in
their judgments of such important things as the vola-
tility of an asset’s future returns, and they also differ in
their time horizons, some thinking in hours, others in
days, and still others in weeks, months, or years.
Indeed, much of the actual trading that occurs must be
due to differences in these judgments, for otherwise
there would be no disagreements with "the market"
and financial markets would be pretty dull and unin-
teresting.

The distribution assumpfion is that stock prices are
generated by a specific statistical process, called a
diffusion process, which leads to a normal distribution
of the logarithm of the stock’s price. Furthermore, the
continuous price assumption means that any changes in
prices that are observed reflect only different draws
from the same underlying log-normal distribution, not
a change in the underlying probability distribution
itself.

II. Tests of the Black-Scholes Model

Assessments of a model’s validity can be done in
two ways. First, the model’s predictions can be con-
fronted with historical data to determine whether the
predictions are accurate, at least within some statisti-
cal standard of confidence. Second, the assumptions
made in developing the model can be assessed to
determine if they are consistent with observed behav-
ior or historical data.

A long tradition in economics focuses on the first
type of tests, arguing that "the proof is in the pud-
ding." It is argued that any theory requires assump-
tions that might be judged "unrealistic," and that if
we focus on the assumptions, we can end up ~vith no
foundations for deriving the generalizations that make
theories useful. The only proper test of a theory lies in
its predictive ability: The theory that consistently
predicts best is the best theory, regardless of the
assumptions required to generate the theory.

Tests based on assumptions are justified by the
principle of "garbage in-garbage out." This approach
argues that no theory derived from invalid assump-
tions can be valid. Even if it appears to have predictive
abilities, those can slip away quickly when changes in
the environment make the invalid assumptions more
pivotal.

Our analysis takes an agnostic position on this
methodological debate, looking at both predictions
and assumptions of the Black-Scholes model.

The Data

The data used in this study are from the Chicago
Board Options Exchange’s Market Data Retrieval Sys-
tem. The MDR reports the number of contracts traded,
the time of the transaction, the premium paid, the
characteristics of the option (put or call, expiration
date, strike price), and the price of the underlying
stock at its last trade. This information is available for
each option listed on the CBOE, providing as close to

Assessments of a model’s vali’dity
can be done in two ways.
The model’s predictions

can be confronted with historical
data, or the assumptions made

in developing the model
can be assessed.

a real-time record of transactions as can be found.
While our analysis uses only records of actual trans-
actions, the MDR also reports the same information
for every request of a quote. Quote records differ from
the transaction records only in that they show both the
bid and asked premiums and have a zero number of
contracts traded.

The data used are for the 1992-94 period. We
selected the MDR data for the S&P 500-stock index
(SPX) for several reasons. First, the SPX options con-
tract is the only European-style stock index option
traded on the CBOE. All options on individual stocks
and on other indices (for example, the S&P 100 index,
the Major Market Index, the NASDAQ 100 index) are
American options for which the Black-Scholes model
would not apply. The ability to focus on a European-
style option has several advantages. By allowing us
to ignore the potential influence of early exercise, a
possibility that significantly affects the premiums on
American options on dividend-payh~g stocks as well
as the premiums on deep-in-the-money American put
options, we can focus on options for which the Black-
Scholes model was designed. In addition, our interest
is not in individual stocks and their options, but in the
predictive power of the Black-Scholes option pricing
model. Thus, an index option allows us to make
broader generalizations about model performance
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than would a select set of equity options. Finally, the
S&P 500 index options trade in a very active market,
while options on many individual stocks and on some
other indices are thinly traded.

The full MDR data set for the SPX over the
roughly 758 trading days in the 1992-94 period con-
sisted of more than 100 million records. In order to
bring this down to a manageable size, we eliminated
all records that were requests for quotes, selecting
only records reflecting actual transactions. Some of
these transaction records were cancellations of previ-
ous trades, for example, trades made in error. If a
trade was canceled, we included the records of the
original transaction because they represented market
conditions at the tilne of the trade, and because there

The Black-Scholes model assumes
that investors know the volatility

of the rate of return on the
underlying asset, and that an

option’s implied volatility should
differ from the true volatility only

because of random events.

is no way to determine precisely which transaction
was being canceled. We eliminated cancellations be-
cause they record the S&P 500 at the time of the
cancellation, not the time of the original trade. Thus,
cancellation records will contain stale prices.

This screening created a data set with over
726,000 records. In order to complete the data required
for each transaction, the bond-equivalent yield (aver-
age of bid and asked prices) on the Treasury bill with
maturity closest to the expiration date of the option
was used as a riskless interest rate. These data were
available for 180-day terms or less, so we excluded
options with a term longer than 180 days, leaving over
486,000 usable records having both CB©E and Trea-
sury bill data. For each of these, we assigned a
dividend yield based on the S&P 500 dividend yield in
the month of the option trade.

Because each record shows the actual S&P 500
at almost the same time as the option transaction, the
MDR provides an excellent basis for estimating the
theoretically correct option premium and evaluating
its relationship to actual option premiums. There are,

however, some minor problems with interpreting the
MDR data as providing a trader’s-eye view of option
pricing. The transaction data are not entered into the
CBOE computer at the exact moment of the trade.
Instead, a ticket is filled out and then entered into the
computer, and it is only at that time that the actual
level of the S&P 500 is recorded. In short, the S&P 500
entries necessarily lag behind the option premium
entries, so if the S&P 500 is rising (falling) rapidly, the
reported value of the SPX will be above (below) the
true value known to traders at the time of the trans-
action.

Test 1: An Implied Volatility Test

A key variable in the Black-Scholes model is the
volatility of returns on the underlying asset, the SPX
in our case. Investors are assumed to know the true
standard deviation of the rate of return over the term
of the option, and this information is embedded in
the option premium. While the true volatility is an
unobservable variable, the market’s estimate of it can
be inferred from option premiums. The Black-Scholes
model assumes that this "implied volatility" is an
optimal forecast of the volatility in SPX returns ob-
served over the term of the option.

The calculation of an option’s implied volatility is
reasonably straightforward. Six variables are needed
to compute the predicted premium on a call or put
option using the Black-Scholes model. Five of these
can be objectively measured within reasonable toler-
ance levels: the stock price (S), the strike price (X), the
remaining life of the option (T - t), the riskless rate
of interest over the remaining life of the option (r),
typically measured by the rate of interest on U.S.
Treasury securities that mature on the option’s expi-
ration date, and the dividend yield (q). The sixth
variable, the "volatility" of the return on the stock
price, denoted by o-, is unobservable and must be
estimated using numerical methods. Using reasonable
values of all the known variables, the implied volatil-
ity of an option can be computed as the value of ~ that
makes the predicted Black-Scholes premium exactly
equal to the actual premium. An example of the
computation of the implied volatility on an option is
shown in Box 3.

The Black-Scholes model assumes that investors
know the volatility of the rate of return on the under-
lying asset, and that this volatility is measured by the
(population) standard deviation. If so, an option’s
implied volatility should differ from the true volatility
only because of random events. While these discrep-
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Box 3: Computing Implied Volatility

At 8:55:02 a.m. on December 30, 1994 a trans-
action was recorded for 100 contracts on SPX
calls having a strike price of 460 and expiring on
March 17, 1995. The call premium was 12.75 and
the value of the S&P 500 was recorded as 461.93
at the time of the trade. The option had a term of
77 days, the annual interest rate on Treasury bills
that expired closest to that date was 5.56 percent
(0.00015233 per day), and the dividend-yield pre-
vailing at the thne was 3.01 percent (0.00008247 per
day).

The Black-Scholes model for this call option
(see Box 2) allows us to compute the implied
volatility. For this option we have S = 461.93,
X = 460, C = 12.75, T - t = 77, r = 0.00015233
and q = 0.00008247. Denoting the daily volatility
as or, the model in Box 2 gives

[In(461.93/460) + (0.00015233 - 0.00008247

1/2o2)(77)]/(o-3/77) (B3.1)

= (0.0011156 + 4.387482 o-2)/cr

d2 = dl - 8.77496~

For each possible value of cr the values of
N(d1) and N(d2) can be computed from the
standard normal distribution function. These
values can then be fed into the implicit equation

C - [Se-q(T-t)N(dl) - Xe-r~T-t) N(d2)] = 0 (B3.2)

where C is the actual premium and the term in
brackets is the Black-Scholes theoretical pre-
mium. Different values of o- can be tried until the
theoretical and actual premiums are equal. The
solution for the daily volatility is the value of o-
that solves equation (B3:2), hence it is the daily
standard deviation that makes the Black-Scholes
model explain the observed premium. To con-
vert this to a percentage value at annual rates
we multiply o-by 1003/253 (following the con-
vention of using a 253-day trading year). For our
particular option, the implied volatility is 10.3
percent.

Computations for the 486,000 options transac-
tions in our sample were done using the OPT-
MUM module for the statistical and economet-
rics program GAUSS.

ancies might occur, they should be very short-lived
and random: Informed investors will observe the
discrepancy and engage in arbitrage, which quickly
returns things to their normal relationships.

Figure 3 reports two measures of the volatility in
the rate of return on the S&P 500 index for each
trading day in the 1992-94 period.1° The "actual"
volatility is the ex post standard deviation of the daily
change in the logarithm of the S&P 500 over a 60-day
horizon, converted to a percentage at an annual rate.
For example, for January 5, 1993 the standard devia-
tion of the daily change in lnS&P500 was computed
for the next 60 calendar days; this became the actual
volatility for that day. Note that the actual volatility is
the realization of one outcome from the entire proba-
bility distribution of the standard deviation of the rate
of return. While no single realization will be equal to
the "true" volatility, the actual volatility should equal
the true volatility, "on average."

The second measure of volatility is the implied
volatility. This was constructed as follows, using the
data described above. For each trading day, the im-
plied volatility on call options meeting two criteria
was computed. The criteria were that the option had
45 to 75 calendar days to expiration (the average
was 61 days) and that it be near the money (defined
as a spread between S&P 500 and strike price no more
than 2.5 percent of the S&P 500). The first criterion
was adopted to match the term of the implied volatil-
ity with the 60-day term of the actual volatility. The
second criterion was chosen because, as we shall see
later, near-the-money options are most likely to con-
form to Black-Scholes predictions.

The Black-Scholes model assumes that an option’s
implied volatility is an optimal forecast of the volatil-
ity in SPX returns observed over the term of the
option. Figure 3 does not provide visual support for
the idea that implied volatilities deviate randomly
from actual volatility, a characteristic of optimal fore-
casting. While the two volatility measures appear to
have roughly the same average, extended periods of
significant differences are seen. For example, in the last
half of 1992 the implied volatility remained well above
the actual volatility, and after the two came together
in the first half of 1993, they once again diverged for
an extended period. It is clear from this visual record
that implied volatility does not track actual volatility

~0 This conversion is done by multiplying the daily value of o-
by X/253 to bring it to an annual rate based on 253 trading days per
year. The result is then multiplied by 100 to convert from fractions
to percentages.
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Figure 3
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well. However, this does not mean that implied vola-
tility provides an inferior forecast of actual volatility:
It could be that implied volatility satisfies all the
scientific requirements of a good forecast in the sense
that no other forecasts of actual volatility are better.

In order to pursue the question of the informa-
tional content of implied volatility, several simple tests
of the hypothesis that implied volatility is an optimal
forecast of actual volatility can be applied. One char-
acteristic of an optimal forecast is that the forecast
should be unbiased, that is, the forecast error (actual
volatility less implied volatility) should have a zero
mean. The average forecast error for the data shown
in Figure 3 is -0.7283, ~vith a t-statistic of -8.22. This
indicates that implied volatility is a biased forecast of
actual volatility.

A second characteristic of an optimal forecast is
that the forecast error should not depend on any
information available at the time the forecast is made.
If information ~vere available that would improve the
forecast, the forecaster should have already included
it in making his forecast. Any remaining forecasting
errors should be random and uncorrelated with infor-
mation available before the day of the forecast. To

implement this "residual information test," the fore-
cast error was regressed on the lagged values of the
S&P 500 in the three days prior to the forecast.11 The
F-statistic for the significance of the regression coeffi-
cients was 4.20, with a significance level of 0.2 percent.
This is strong evidence of a statistically significant
violation of the residual information test.

The conclusion that implied volatility is a poor
forecast of actual volatility has been reached in several
other studies using different methods and data. For
example, Canina and Figlewski (1993), using data for
the S&P 100 in the years 1983 to 1987, found that
implied volatility had almost no informational content
as a prediction of actual volatility. However, a recent

11 Because the forecast errors are for overlapping periods, they
must be serially correlated. This calls for an estimation method that
corrects for serial correlation. The method used was Hannan Effi-
cient regression, in which serial correlation in residuals is corrected
using spectral analysis. Over the 758-day period between 1992 and
1994, on 67 days no forecast error could be measured because no
at-the-money call options with 45 to 75 days remaining were traded.
The average forecast error over the 691 days with measured forecast
errors was substituted for the missing values on those days. The
independent variables were a dummy variable for missing forecast
error and the lagged values of the SPX over the previous three days.
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review of the literature on implied volatility (Mayhew
1995) mentions a number of papers that give more
support for the forecasting ability of implied volatility.

Test 2: The Smile Test

One of the predictions of the Black-Scholes model
is that at any moment all SPX options that differ only
in the strike price (having the same term to expiration)
should have the same implied volatility. For example,
suppose that at 10:15 a.m. on November 3, transac-
tions occur in several SPX call options that differ only
in the strike price. Because each of the options is
for the same interval of time, the value of volatility
embedded in the option premiums should be the
same. This is a natural consequence of the fact that the
variability in the S&P 500’s return over any future
period is independent of the strike price of an SPX
option.

One approach to testing this is to calculate the
implied volatilities on a set of options identical in all
respects except the strike price. If the Black-Scholes
model is valid, the implied volatilities should all be
the same (with some slippage for sampling errors).
Thus, if a group of options all have a "true" volatility
of, say, 12 percent, we should find that the implied
volatilities differ from the true level only because of
random errors. Possible reasons for these errors are
temporary deviations of premiums from equilibrium
levels, or a lag in the reporting of the trade so that the
value of the SPX at the time stamp is not the value at
the time of the trade, or that two options might have
the same fime stamp but one ~vas delayed more than
the other in getting into the computer.

This means that a graph of the implied volatilities
against any economic variable should show a flat line.
In particular, no relationship should exist between the
implied volatilities and the strike price or, equiva-
lently, the amount by which each option is "in-the-
money." However, it is widely believed that a "smile"
is present in option prices, that is, options far out of
the money or far in the money have higher implied
volatilities than near-the-money options. Stated differ-
ently, deep-out and far-in options trade "rich" (over-
priced) relative to near-the-money options.

If true, this would make a graph of the implied
volatilifies against the value by which the option is
in-the-money look like a smile: high implied volatili-
ties at the extremes and lower volatilities in the
middle. In order to test this hypothesis, our MDR data
were screened for each day to identify any options
that have the same characteristics but different strike

Table 1
Testing for a Smile~

Number
Year Type of Trades
1992 Call 43,449

Put 65,267

F-Stat~ DF R2

5,561 5/43,443 .39
14,890 5/65,261 .53

1993 Call 59,269 8,758 5/59,263 .43
Put 88,501 24,934 5/88,495 .58

1994 Call 82,828 9,530 5/82,822 .37
Put 137,640 47,528 5/137,634 .63

~Option transactions with volatility spreads below the first percentile or
greater than the 99th percentile were excluded in order to eliminate the
inlluence of outliers.
t~The F-statistics are for regressions of the deviation of a volatility from its
group mean on a fifth-degree polynomial in ITM, the amount by which the
option is in-the-money divided by the SPX level.

prices. If 10 or more of these "identical" options were
found, the average implied volatility for the group
was computed and the deviation of each option’s
implied volatility from its group average, the Volatil-
ity Spread, was computed. For each of these options,
the amount by which it is in-the-money was com-
puted, creating a variable called ITM (an acronym for
in-the-money). ITM is the amount by wlzich an option
is in-the-money. It is negative when the option is out-
of-the-money. ITM is measured relative to the S&P 500
index level, so it is expressed as a percentage of the
S&P 50O.

The Volatility Spread was then regressed against
a fifth-order polynomial equation in ITM. This allows
for a variety of shapes of the relationship between the
two variables, ranging from a flat line if Black-Scholes
is valid (that is, if all coefficients are zero), through a
wavy line with four peaks and troughs. The Black-
Scholes prediction that each coefficient in the polyno-
mial regression is zero, leading to a flat line, can be
tested by the F-statistic for the regression. The results
are reported in Table 1, which shows the F-statistic for
the hypothesis that all coefficients of the fifth-degree
polynomial are jointly zero. Also reported is the
proportion of the variation in the Volatility Spreads,
which is explained by variations in ITM (R2). The
results strongly reject the Black-Scholes model. The
F-statistics are extremely high, indicating virtually no
chance that the value of ITM is irrelevant to the
explanation of implied volatilities. The values of R2 are
also high, indicating that ITM explains about 40 to 60
percent of the variation in the Volatility Spread.
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Figure 4
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Figure 4 shows, for call options only, the pattern
of the relationship between the Volatility Spread and
the amount by which an option is in-the-money. The
vertical axis, labeled Volatility Spread, is the deviation
of the implied volatility predicted by the polynomial
regression from the group mean of implied volatilities
for all options trading on the same day with the same
expiration date. For each year the pattern is shown
throughout that year’s range of values for ITM. While
the pattern for each year looks more like Charlie
Brown’s smile than the standard smile, it is clear that
there is a smile in the implied volatilities: Options that
are further in or out of the money appear to carry
higher volatilities than slightly out-of-the-money op-
tions. The pattern for extreme values of ITM is more
mixed.

Test 3: A Put-Call Parity Test

Another prediction of the Black-Scholes model is
that put options and call options identical in all other
respects should have the same implied volatilities and
should trade at the same premium. This is a conse-

quence of the arbitrage that enforces put-call parity.
Recall that put-call parity implies Pt + e-q(T-t)st =

Ct q- Xe-r(T-t). A put and a call, having identical strike
prices and terms, should have equal premiums if they
are just at-the-money h~ a present value sense. If, as
this paper does, we interpret at-the-money in current
dollars rather than present value (that is, as S = X
rather than S = Xe-(r-q)(T-t)), at-the-money puts
should have a premium slightly below calls. Because
an option’s premium is a direct function of its volatil-
ity, the requirement that put premiums be no greater
than call premiums for equivalent at-the-money op-
tions implies that implied volatilities for puts be no
greater than for calls.

For each trading day in the 1992-94 period, the
difference between implied volatilities for at-the-
money puts and calls having the same expiration
dates was computed, using the +2.5 percent criterion
used above.~2 Figure 5 shows this difference. While

- The exp~ratton dates for the put and call are the same for any
day, but on different days the time to expiration of the options will
be different.
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Figure 5
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puts sometimes have implied volatility less than calls,
the norm is for higher implied volatilities for puts.
Thus, puts tend to trade "richer" than equivalent calls,
and the Black-Scholes model does not pass this put-
call parity test.

Test 4: Option Pricing Errors

The tests used thus far have relied on implied
volatilities. We now turn to a test based directly on
pricing errors, converting information on the range of
implied volatilities for repeated trades of SPX options,
all traded on the same day and having the same
expiration date, into measures of the Black-Scholes
pricing error. This test, due in part to Rubinstein
(1994), is based on the Black-Scholes model’s predic-
tion that repeated trades in the same option over a
short interval should, apart from random variations
due to chance, reflect the same implied volatility.

The implied volatility data can be converted to
information on pricing errors in the following fashion.
Suppose we have calculated the implied volatility
for each SPX index option traded on a given day and
grouped all of those options by their expiration
dates. For example, on November 3 there might have

been 75 transactions in SPX options that expire on
March 17. From this group, select the options with the
highest and lowest implied volatility. Let A be the
option with the lowest implied volatility and Z be
the option with the highest implied volatility, and
let a and z denote the respective values of implied
volatility.

Now consider Figure 6, which shows the Black-
Scholes relationship between pricing errors and the
true volatility for these two options. The line AA
shows, for each possible level of volatility, the propor-
tional difference between the Black-Scholes value of
option A (denoted by C*) and the observed premium
on option A (denoted by C). At volatility level a this
difference is zero because the Black-Scholes model
predicts C* = C at option A’s implied volatility.
Recalling that the Black-Scholes model predicts an
increase in the premium as volatility rises, the AA line
is upward-sloping. The slope of the line at each point
is the option’s Vega, which is assumed to be constant
in Figure 6. Similarly, the line labeled ZZ is drawn for
option Z, the option with the highest implied volatil-
ity. The pricing error for option Z is zero at volatility
level z, and it increases as volatility increases.

If the Black-Scholes model were always correct,
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Figure 6

Option Pricing Error Tests
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the lines AA and ZZ would coincide because each
would have the same implied volatility. The horizon-
tal distance between AA and ZZ is a reflection of the
size of the errors in the Black-Scholes model. Of
course, we cannot know which option is incorrectly
priced. Perhaps both are! But we can calculate the
value of the pricing error for each option under
different assumptions about the true volatility of the
return on the underlying stock.

Assume that option A is correctly priced, so that
the true volatility for all options in the group is a. In
this case, the pricing error for option Z is shown by the
vertical distance from point a to the ZZ line. If, at the
other extreme, option Z is correctly priced (the true
volatility is z), then the pricing error is the vertical
distance to AA at volatility level z. Because we are
concerned with the size of the pricing errors, not the
sign, we can compute the absolute value of each error
just measured. Noting that all options in the group lie
on lines between AA and ZZ, so they must have
smaller pricing errors at volatility a and at volatility z,
we can see that the larger of the two absolute errors
just measured must set an upper bound on the possi-
ble pricing errors. That is, conditional on the assump-

tion that the true volatility is between the lowest
implied volatility and the highest implied volatility in
a group, the proportiona! pricing error for all options
in the group can be no greater than the largest of the
errors measured at the extreme implied volatilities.
We call this the Upper Bound error.13

We would, of course, like to know what the
pricing error is at the true volatility. A rough measure
can be obtained by assuming that, for each group of
options, the true volatility is the group’s average
implied volatility. For example, for the hypothetical
situation in Figure 6, we can calculate the errors for
both option A and option Z at volatility level m, which
is the mean implied volatility. The absolute valtte of
the lowest of these t~vo errors is called the Lower
Bound error. Thus, conditional on the mean hnplied
volatility representing the true volatility, the Black-
Scholes model gives an error at least as high as the
Lower Bound error.

For any single group of options, the Upper Bound
and Lower Bound errors might be a poor measure of
the Black-Scholes model’s fit. However, if we take the
averages over a large number of groups, we can
expect a better measure of fit. Table 2 summarizes the
results for both calls and puts in each year in the
sample and for all three years combined. The com-
bined sample contains 2,034 groups of calls and 2,496
groups of puts. The average number of transactions in
each group was 88 calls and 117 puts. The mean time
to expiration was 46 days for calls and 58 days for puts.

For the combined sample, the Lower Bound error
is 10 percent for calls and 15 percent for puts. This
means that if the average implied volatility accurately
measures the true volatility, the Black-Scholes model
is off the mark by at least 10 to 15 percent. This value
of the Lower Bound error appears to be stable over
time, as shown in the entries for each year. The Upper
Bound error is much higher and considerably less
stable. For the combined data, the Upper Bound for
calls is 97 percent of the observed premium. It is a
more moderate 40 percent for puts. Thus, the com-
bined results suggest a 10 to 100 percent error for calls
and a 15 to 40 percent error for puts. The conclusion
that puts are more accurately priced by the Black-
Scholes model is a bit surprising, because the model
was originally developed for call options.

~B There is, of course, some probability that the range of implied
volatilities in a group of options does not contain the true volatility.
In that event, the Upper Bound error will understate the true error.
Unfortunately, we do not know the probability of understatement
because we do not know the probability distribution of implied
volatilities.

March/Apri! 1996 New England Economic Review 31



Table 2
Pricing Error Tests

Year
1992

Mean Mean Valuesb

Number Trades Mean Lower Upper
Option of per Term Boundb Boundb
Type Groupsa Group (Days) (Percent) (Percent)
Call 627 68 45.8 7.7 64.8
Put 741 86 54.3 13.1 33.8

1993 Call 681 86 45.0 9.7
Put 849 104 56.8 17.0

distributed has a long history. Made
largely as a matter of convenience, it has
long been known to be an approxima-
tion, sometimes a poor one. Indeed,
studies of the frequency distribution of
individual stock prices beginning as
early as Fama (1965) found that the dis-
tribution of changes in the logarithm of
stock prices has "fat tails," that is, the
relative frequency of very large changes

106.1 is greater than for the normal distribu-44.0
tion. Furthermore, the observed distri-

115.1 bution, while having small skewness, is
42.1 leptokurtic, mea~ing that it is more

bunched in the middle than the normal
distribution. The "fat tails" phenome-
non has become a stylized fact in fi-
nance, and has been used to explain the
smile in implied volatilities: Options that
are far out of or far in the money have
premiums greater than the Black-Scholes
prediction. This will show up as higher

implied volatilities for off-the-money options than for
at-the-money options.

Table 3 reports the descriptive statistics for the
daily change in the logarithm of the S&P 500 index for
the period January 2, 1980 to March 31, 1995. The
statistics are reported for the entire period and for two
subperiods: The pre-1987 crash period (January 2,
1980 to September 30, 1987) and the post-crash period
(January 4, 1988 to March 31, 1995). Fama and French
(1988), among others, have shown that the distribution
of daily stock returns is different over weekends than
on contiguous trading days. Table 3 reports the de-
scriptive statistics for contiguous trading days and for
two-day trading breaks (typically, weekends).

For the entire period, the sample mean and stan-
dard deviation for contiguous days (percentages at
annual rates) are 21.5 percent and 12.6 percent, while
for weekends they are -4.2 percent and 9.1 per-
cent. Thus, in the 1980s and 1990s, the S&P 500 has
done well during trading weeks but poorly on week-
ends. Ho;vever, this pattern shifted over time. Prior
to the ’87 Crash, stocks did extremely well during
the week and declined over weekends. After the
Crash, stocks rose both during the weeks and on
weekends, but the performance was particularly good
over weekends.

No significant difference is seen between the
pre-Crash and post-Crash daily volatility of the S&P
500, either during the week or over weekends. How-
ever, the higher moments of the distribution changed

1994 Call 726 113 47.2 11.4
Put 906 154 61.0 15.6

All 3     Call      2,034       88    46.0      9.7       96.6
Years    Put      2,496      117    57.6     15.3       40.3

~Each group consists of all options of the stated type traded on the same day and having
lhe same expiration date.
bThe Lower Bound assumes that the true volatility is at the mean of the group’s implied
volatility. The Upper Bound is the largest error observed in a group.

The importance of these pricing errors depends
upon one’s perspective. A 10 to 15 percent prediction
error is not uncommon for economic data, and the
academic economist might feel that a simple abstract
model like the Black-Scholes model does quite well
with these margins of error. However, for traders and
financial practitioners, an error of at least 10 to 15
percent is large enough to drive a truck through.
Clearly, these errors are also sufficiently great to drive
large research budgets devoted to finding models
better than the Black-Scholes model.

Test 5: The Distribution of Stock Prices

Thus far our analysis has focused on the predic-
tions of the Black-Scholes model. Now we look at one
of the assumptions of the model: that the instanta-
neous rate of change in the return on an option’s
underlying security is log-normally distributed. For-
really, the Black-Scholes model assumes that the
change in the stock’s price is given by a diffusion
process in which, at any instant, the rate of change in
the stock’s price is determined as described in Box 2.
This implies that the change in the logarithln of price
over a time interval of length T is a normally distrib-
uted random variable with an expected value equa! to
the drift and a variance equal to To"2, where o- is the
instantaneous volatility of the rate of return on the
stock.

The assumption that stock prices are log-normally
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Table 3
Descriptive Statistics for Changes in
Log S&P 500~

1/2/80 to 1/4/88 to
9/30/87 3/31/95

1/2/80 to (Pre- 1987 (Post- 1987
3/31/95 Crash) Crash)

Number of days
Calendar 5,549 2,846 2,639
Trading days 3,859 1,962 1,834
Contiguous trading days 3,030 1,538 1,442

Mean trading days per year
Total 253 253 253
Contiguous 199 198 199

Return characteristics
Contiguous trading days

Mean return (%) 21.48 32.65 8.29
Standard deviation (%) 12.58 12.40 11.27
Skewness .07 .21 -.94
Kurtosis 7.33 1.80 8.32

Two-day breaks (for example,
Friday-Monday)

Mean return (%) -4.20 -11.22 20.47
Standard deviation (%) 9.10 6.87 5.73
Skewness - 7.77 - .38 .25
Kurtosis 128.38 .98 2.62

aThe daily changes in log S&P 500 are (approximately) the daily rate of change in
the S&P 500. These were converted into percent at annual rate, as follows: The
mean return was calculated on a 365-day calendar year. The standard deviation
was calculated on a 199-day trading year for contiguous days, and on 95 days per
year for two-day breaks.

dramatically. The skewness of the intra-week daily
returns went from positive to negative after the Crash,
indicating a shift toward more down days after the
Crash. However, the weekend returns turned from
negative skewness to positive ske~vness. In short, after
the Crash intra-week returns shifted toward fe~ver
good days, but inter-week returns shifted toward
more good days.

In addition to this change in patterns for skew-
ness, the kurtosis of the distribution uniformly in-
creased after the Crash. The kurtosis of stock returns,
and the increase in kurtosis, are clear in Figure 7,
which shows the relative frequency distribntions for
both periods as well as the standard normal distribu-
tion. Both periods contain many more values in a
range within one standard deviation than the normal
distribution, as well as slightly more values in the
three to four standard deviation range distribution.
Thus, the S&P 500 appears to be bunched in the
middle range of outcomes, with signs of a few large

changes, conforming more to a "thin middle"
than to a "fat tails" description.

In summary, the probability distribution
of the change in the logarithm of the S&P 500
does not conform strictly to the normality
assumption. Not only is the distribution
thicker in the middle than the normal distri-
bution, but it also shows more large changes
(either up or down) than the normal distribu-
tion. Furthermore, the distribution seems to
have shifted over time. After the Crash an
increase in the kurtosis and a shift in skewness
occurred.

An Interim S, ummary

The analysis of data on almost 500,000
transactions in the SPX call and put options in
the 758 trading days of 1992 to 1994 shows
abundant evidence against the Black-Scholes
lnodel. We find that implied volatility is a
poor forecast of actual future volatility, rais-
ing doubts about the Black-Scholes assump-
tion that traders are excellent statisticians able
to develop optimal forecasts of volatility
which are then reflected in option premiums.
We find that implied volatilities exhibit a
"smile," in contrast to the Black-Scholes mod-
el’s prediction that implied volatility will be
the same for all options having the same
underlying stock and the same time to expi-
ration. We find that implied volatilities for

at-the-money puts are, other things equal, greater than
implied volatilities for at-the-money calls, a result not
consistent with the Black-Scholes prediction that put-
call parity will ensure that at-the-money puts and calls
identical h~ all respects will have the same premiums
and the same implied volatility.

In addition, we have computed estimates of the
magnitude of pricing errors. Assuming that the group
average of implied volatility is a nseful estimate of
true volatility, we find that the Black-Scholes model
works better for puts than for calls, but that in both
cases the errors are economically significant, on the
order of at least 10 to 15 percent of the actual premium.

Finally, we show that the relative frequency
distribution of daily changes in the logarithm of the
S&P 500 does not fit the assumption of a normal
distribution: It is slightly skewed and highly leptokur-
tic, and it has signs of fat tails. Thus, the actual
distribution of the S&P 500 has slightly more large
changes, many more small changes, and fewer rood-
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Figure 7
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erate changes than the normal distribution would
predict.

The next section presents some explanations of
the failures of the Black-Scholes model.

IlL Some Explanations for the
Black-Scholes Model Performance

The previous section reports results indicating
that the Black-Scholes model provides, at best, a crude
approximation to the option premiums observed in
data on actual transactions. The reasons for these
discrepancies have been the subject of considerable
controversy among financial economists, as well as
practitioners. This section will examine several rea-
sons why this shortfall might exist.

Limitations on Arbitrage

Underlying the Black-Scholes model of option
pricing is an assumption central to finance theory: that
traders quickly and efficiently eliminate any dis-
crepancies between actttal and theoretical prices by

engaging in arbitrage. Two types of arbitrage must be
unrestricted to make this happen. First, call options
must be fully arbitraged with their replicating port-
folios. If a call is underpriced, traders must be able to
buy calls and sell the underlying stocks short. If a call
is overpriced, traders must be able to buy the stock
and write covered calls. Second, arbitrage must en-
force put-call parity. If puts are overpriced relative to
calls, traders must be able to write puts, buy calls, and
sell the stock short. If puts are underpriced relative to
calls, traders must be able to buy both puts and the
underlying stock, and write covered calls.14

The put-call parity analysis in the previous sec-
tion indicates that implied volatilities for puts typi-
cally are greater than implied volatilities for calls with
identical characteristics, although occasionally call
volatilities exceed put volatilities. Stated differently,
put options appear to be systematically overpriced
relative to identical calls, although occasionally under-

~4 A call is covered if the writer also owns the shares, in which
case he can immediately deliver them if the call is exercised. A call
is naked if he does not own the shares and might have to buy them
under adverse conditions for delivery if the call is exercised.
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Box 4: Short Selling and Option Arbitrage

Among the anomalies observed in this paper
is that SPX put options appear to be overpriced
relative to SPX calls. This is not consistent ~vith the
arbitrage conditions underlying option pricing
models because, upon observing overpriced puts,
traders should simultaneously write puts, sell the
underlying stock short, and buy calls. For a number
of reasons, arbitrage might not occur in a sufficient
volume to correct put overpricing. Note that costs
are also associated with correcting underpriced
puts, but the barriers to the transactions required
(buying both a put and the stock, and writing a
covered call) are lower.
¯ Restrictions on Entry In order to sell short, an

investor must meet financial standards estab-
lished by regulation and by brokerage firms.
These standards are even higher for investors
writing naked options, as an arbitrageur must
do in order to take advantage of put overpricing.
Thus, some investors will be excluded from the
opportunity to engage in the arbitrage required
to correct overpriced puts.

¯ The Uptick Rule A short sale can occur only
when the price is above the last different price,
that is, only on an "uptick." As a result, it might
not be possible to simultaneously write a put
and sell the stock short. This exposes the arbitra-
geur to the risk that the price at the short sale’s
execution is so low that the arbitrage creates a
loss.

¯ Risks of Premature Termination The arbitrage
required to take advantage of overpriced puts
assumes that the position can be held until the
expiration of the options. However, a short posi-
tion can be forced to terminate early if the lender
of the shares wants them and replacements can-
not be found.

¯ Maintenance Margins Under the Federal Re-
serve System’s Regulation T, the initial margin
required for a short sale is equal to the initial
margin on a long position; at present, this is 50
percent of the value of the security. The New
York Stock Exchange requires member firms to

establish a maintenance margin of at least 25
percent, but brokerage houses typically set a
maintenance margin of 30 percent or more. Some
brokerage houses require higher maintenance
margins for short positions than for long posi-
tions, reflecting their greater risk exposnre for a
short sale. This raises the probability of a margin
call for a short position.
Interest and Dividends When a stock is pur-
chased, the new owner obtains a right to the
dividends and pays the interest rate, either as an
opportunity cost or, in the case of a margin
purchase, as interest on a security loan. The net
cost is (r - q). When a stock is sold short, the
short seller is obligated to pay any dividends to
the stock lender, but earns no interest on the
proceeds of the sale. The net cost is q rather than
(q - r). Thus, the sacrifice of interest means that
the carrying cost of a short sale is not simply the
reverse of the carrying cost of the purchase.
Fees for Lending Stocks Typically, the lending
firm loans the shares "flat," that is, withont
paying or receiving any fees. However, in peri-
ods of strong short-selling pressure, the borrow-
ing firm might pay a fee. The borrowing firm can
recover this cost through the interest earned on
the proceeds of the short sale or by embedding it
in the commissions on the short sale.
Interest on Unrealized Gains and Losses Lend-
ing brokers typically require a cash deposit equal
to 100 percent of the value of the shares. Initially,
this is provided by the proceeds of the short sale.
If the stock price moves up, the lending broker
can ask for additional cash to maintain the 100
percent deposit. This adds to the short seller’s
margin loan and interest is charged on the debit
balance. If the stock price falls, the lendh~g broker
releases an amount of cash equal to the unreal-
ized profit, and this is available to earn interest
for the short seller. Thus, the short seller pays
interest on unrealized losses and receives interest
on unrealized gains. The same practice applies to
stock purchases on margin.

pricing occurs. This is consistent with limits on arbi-
trage that prevent correction of overpriced puts but
allow correction of underpriced puts. These limits are
in two forms, those that inhibit short sales relative to

stock purchases, and those that inhibit ~vriting naked
options as opposed to buying options or writing call
options.

Box 4 summarizes some of the factors that make it
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particularly risk}, or expensive to engage in arbitrage
to take advantage of overpriced puts. Perhaps the
most prominent reason is an asymmetry in costs.
When a customer sells stock short, as he must when
puts are overpriced, he does not receive interest on the
proceeds of the sale. However, if he purchased the
shares, he would pay interest in the form of an
opportunity cost or in the form of interest on a security
loan. This means that a short position is not simply the
reverse of a long position, and that short positions
carry a higher cost.

Another factor restricting arbitrage involving
short sales is the uptick rule, which allows a short sale
to be executed only in a rising market. This means that

The relative overpricing of puts
might be the result of inhibitions

on the arbitrage required to
correct put overpricing.

the timing of a short sale might not be synchronized
with the option transactions that must also be part of
the arbitrage, exposing the arbitragenr to a risk not
found h~ arbitrage involving purchases of shares.

The influence of these short-selling restrictions on
put-call arbitrage is exacerbated by limits on writing
naked options as opposed to writing covered options.
Because the writer of a covered option exposes the
brokerage firm to no risk, there are no margin require-
ments. Naked options, on the other hand, do expose
firms to the risk that the writer will not be able to
perform if the option is exercised, and brokers require
margin protection.~5

The arbitrage costs jnst discussed are asymmetri-
cal in that they affect put-overpriced arbitrage more
than put-underpriced arbitrage. Other symmetrical
arbitrage costs affect both sides equally. Commissions,
fees, and the bid-asked spreads for both stock and
option trades can be particularly high for arbitraging
S&P 500 options contracts if changes in position, either
long or short, require transactions in 500 common
stocks, some having higher transactions costs than the
most actively traded.~6 This consideration limits both
sides of the put-call parity arbitrage: Short positions in
the S&P 500, required to correct overpriced puts, are
expensive, but so are long positions required to correct
underpriced puts. The effect of these transactions costs

is to limit all arbitrage, not just arbitrage involving
short sales.

The existence of transactions costs creates a range
within which put-call premiums can vary without
eliciting corrective arbitrage. Because the costs of
correcting put overpricing exceed those of correcting
put underpricing, ,aTe should expect some tendency
for put overpricing to continue unless it is excessive.
Thus, asymmetrical transactions costs can help to
explain the relationship we have found in our data:
At-the-money puts tend to sell at premiums relative to
calls that are greater than allowed by put-call parity.

If the arbitrage-inhibiting factors discussed in Box
4 fully account for the observed tendency toward put
overpricing, the failure of pnt-call parity cannot be
laid at the foot of Black-Scholes, for that model ab-
stracts from transactions costs. However, it seems
likely that some portion of the observed put overpric-
ing is a true anomaly, in the sense that it reflects an
inefficiency in the market for stock index options. The
reason for this speculative conclusion lies in the ability
of many traders, particularly financial institutions, to
arrange their transactions in ways that make the costs
of options arbitrage small. For example, short sales of
stock indexes can be replicated in the futures markets
without the expenses related to selling short through
brokers. Furthermore, wholesale traders negotiate the
terms with brokerage firms and are not bound by the
published terms for retail transactions.

The Non-Normality of Stock Price Changes

As noted above, an important assumption of
Black-Scholes--that the price of the underlying secu-
rity is log-normally distributed--is not validated by
the observed distribution of changes in the logarithm
of stock prices: The relative frequency distribution is
roughly symmetric (with signs of skewness), and very
leptokurtic. Furthermore, while there might be evi-
dence of fat tails for individual equities, we observe
9nly minor fat tails for the S&P 500.

One explanation for non-normality, first pro-

~s Self-regulating organizations set minimum requirements on
naked options, subject to Secnrities and Exchange Commission
approval. Brokers are free to set margins higher than the required
mh~imun~s. One major discount broker requires margh~ on writing
naked equity options equal to the premium received plus 25 per-
cent of the underlying security’s market values minus any out-of-
the-money amount.

~6 Of course, a trader can choose to arbitrage with a subset of
the S&P 500, but this substitutes basis risk for out-of-pocket ex-
penses. In addition, stock index futures contracts are a low-cost way
of taking a position on the index.
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Box 5: A Jump-Diffusion Model of Stock Prices

Press (1967) first presented a model of stock
prices consistent with the non-normality observed
by Fama (1965). Press’s Compound Events Model
was developed further by Merton (1976a, 1976b)
and Cox and Ross (1976). According to this model,
stock price changes conform to the following "jump
diffusion" process.

dS/S = ~dt + ~rdz + dq (B5.1)

where dz is a Wiener variable (that is, dz = ~x/dt,
with ~ an independent standard normal random
variable), and dq is a random variable defined as
(Y - 1)dt if a jump occurs in interval dt and zero
otherwise. The variable Y is a jump multiplier for S
(Y = 2 means a doubling of S), so the proportional
change is S is (Y - 1). The jump multiplier, Y, is a
random variable assumed to be log-normally dis-
tributed, so lnY is normal with mean 0 and variance
~2.

The process controlling whether a jump occurs is
assumed to be Poisson, with ;tat being the proba-
bility of one jump in the small interval At and
p(n) = e-~h(;th)n/n! being the probability of n
jumps in the interval of length h.

Merton has shown that this jtLmp process results
in the following stock-price dynamics:

ln[S(t + h)/S(t)] = [1_~ - V2o-2 - ;t0]h + [o-x/h]Z +

Y_.nh1Yn    n = 0, 1, 2 .... (B5.2)

with Z being a standard normal random variable
(mean zero and standard deviation 1) and each of
the n values of InY being normally distributed with
mean 0 and variance 32. Thus, the log of the price
ratio consists of a drift of [/x - ~/20-2 - ;t0]li plus a
normally distributed part consisting of a Wiener
variable plus the sum of n "shocks," each being the
logarithm of the respective jump size.

Under this jump-diffusion model, the log of stock
price-relatives in (B5.2) is a Poisson mixture of
normal distributions. Conditional on exactly n
jumps occurring, tlie log of tlie price-relative will be
normally distributed, with mean [~ - V~o-2 - ;t0]h
and variance [ho"2 + ;tn(02 + ~2)]. Because n is a

random variable, this variance will be random with
a Poisson distribution. Because the expected value
of n over an interval of length h is ;th, the uncon-
ditional variance is [o-2 + ,\(02 + 32)]li.

Characteristics of the distribution of In[S(T)/S(t)]
over interval (T - t) are determined by the first four
cumulants of the distribution, given below:

kI = (/x - V20-2 - ;t0)h
k2 = [0~ + ;t(02 + 62)h

k3 = ;t0(02 + 332)h

k4 = ;t(04 + 60~-32 + 364)h

Characteristics

Mean = k1
Variance = k2
Skewness = k3/k23/2
Kurtosis = k4/k22

The first and second cumulants are the expected
value and variance of ln[S(t+h)/S(t)]. The signs of
the third and fourth cumulants determine the di-
rections of skewness and kurtosis. If 0 ~ 0, the
distribution is skewed, and the sign of the skew-
ness is the sign of 0: When 0 is positive, random
jumps will increase the stock price on average and
the distribution will be positively skewed, having
more increases than decreases. The kurtosis will be
positive (indicating leptokurtosis) so long as either
0 ~ 0 or ~ > 0, that is, so long as discrete shocks
influence prices.

Thus, the jump-diffusion model is consistent with
the observed characteristics of the frequency distri-
bution of daily changes in the logarithm of the
S&P 500: leptokurtic (having a thin middle) with a
potential for skewness.

The jump-diffusion model also leads to the fol-
lowing theoretical call premium:

C = Yn[e-’\h(;th)n/n!]Cn    with n = 0, 1, 2 ....

(B5.3)

stating that the call premium is a weighted average
of the conditional Black-Scholes premiums, each
conditioned on the number of jumps. Thus, C~ is
the Black-Scholes model when there are n jumps, in
which case the volatility is the square root of [o.2 +
n(02 + ~2)], and e-~(,\)n/n! is the Poisson probabil-
ity of n jumps.

posed by Press (1967) even before the Black-Scholes
paper, is that stock prices are hit by occasional shocks,
called jumps, which cause temporary departures from

normality. Press’s "Compound Events" explanation is
that the changes in the log of stock prices conform to
a normal distribution in the absence of shocks; this is
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consistent with the Wiener diffu-
sion process, which underlies
Black-Scholes. However, when
jumps occur, the distribution
changes: It remains normal, but
with a variance that depends upon
the number of jumps. Thus, the
observed distribution is made up
of a mixture of different normal
distributions, each with a variance
depending on the number of
jumps. Box 5 discusses the founda-
tions of a "jump diffusion" model
and shows that it is consistent with
the stylized facts: It results in a
relative frequency distribution that
might be skewed but will be lep-
tokurtic.

As shown by Merton (1976a),
the jump-diffusion model leads to a
specific closed-form model of op-
tion prices in which the premium is
a weighted average (using the
Poisson distribution) of the Black-
Scholes premiums for options, each

Figure 8
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conditional on the number of jumps. Figure 8 shows
the theoretica! call option values for a Black-Scholes
model and a jump-diffusion model. Because the jump-
diffusion model incorporates the greater-than-normal
proportion of small stock price changes, the jump-
diffusion model places greater value on the call in the
region around the current stock price. Because the
hypothetical option in Figure 8 is at-the-money, the
greater value is placed in the region around the strike
price.~7

IV. Summamd and Conclusions

Recent years have seen a reinvestigation of the
"efficient markets" hypothesis (EMH) of financial
market performance. An hypothesis that once had
widespread acceptance, the EMH has not fared well
under newer tests. For example, Fortune (1991) has
reviewed the literature on the EMH as it applies to the
stock market.                            ~

This study suggests that the Black-Scholes model
is not consistent with the efficient markets hypothesis.

~7 For Figure 8, it is assumed that the jump-diffusion parame-
ters are cr = 0.01, 3 = 0.02 and X = 0.2. The Black-Scholes model is
the same, but with ,~ = 0, that is, no jumps occur.

That this is true is also demonstrated by the prolifer-
ation of other models of option pricing in recent years,
including nonanalytical methods involving numerical
analysis. One implication of this finding is that those
who are responsible for monitoring financial institu-
tions should not naively apply popular formal models
of option pricing to assess financial risks. To do so is
to invite undoing successful risk management strate-
gies that more informed internal management might
adopt.

The goal of this study is to examine the EMH in
the context of the market for options on common
stocks. The ability of the premier option pricing the-
ory, the Black-Scholes model, to explain observed
premiums on S&P 500 stock index options is subjected
to a number of tests. The article begins with a sum-
mary of the Black-Scholes model, then examines some
of the assumptions underlying the model. The second
section describes the data used to evaluate the Black-
Scholes model and reports the results. Using almost
500,000 transactions on the SPX stock index option
traded on the Chicago Board Options Exchange in the
years 1992 to 1994, the study finds a number of
violations of the Black-Scholes model’s predictions or
assumptions.

First, the Black-Scholes model assumes that the
market forms efficient estimates of the volatility of the
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return on the S&P 500. These estimates then become
embedded in the premiums paid for options and can
be recovered as the option’s "implied volatility."
However, several tests of the implied volatility indi-
cate that it is a poor estimate of true volatility: For
the SPX contracts, implied volatility is an upwardly
biased estimate of the observed volatility. Further-
more, implied volatility does not contain all the rele-
vant information available at the time the option is
traded, a violation of the assumption of forecast effi-
ciency.

A second test is based on the Black-Scholes mod-
el’s prediction that options trades at the same time and

Those who are responsible for
monitoring financial institutions
should not nafvely apply popular
formal models of option pricing
to assess financial risks. To do

so is to invite undoing successful
risk management strategies that

more informed internal
management might adopt.

alike in all respects except the strike price should
exhibit no relationship between the implied volatility
and the strike price, or between implied volatility and
the amount by which the option is in or out of the
money. This study finds, as have other studies, a
"smile" in implied volatility: Near-the-money options
tend to have lower implied volatilities than moder-
ately out-of-the-money or in-the-money options. A
third test is derived from the Black-Scholes model’s
prediction that put-call parity will ensure that puts
and calls identical in all respects (expiration date,
strike price, expiration date) have the same implied
volatilities. This study finds that puts tend to have a
higher implied volatility than equivalent calls, indicat-
ing that puts are overpriced relative to calls. The
overpricing is not random but is systematic, suggest-

ing that unexploited opportunities for arbitrage profits
might exist.

A fourth test is based on measures of the pricing
errors associated ~vith the Black-Scholes model. Devi-
ations between the theoretical and observed option
premiums should be small and random. Instead the
study finds systematic and sizable errors. For the
entire sample, calls have pricing errors averaging 10 to
100 percent of the observed call premium. Puts appear
to be more accurately priced, with errors 15 to 40
percent of the observed premium.

Finally, the distribution of changes in the loga-
rithm of the S&P 500 is examined. The Black-Scholes
model assumes that stock prices are log-normally
distributed, that is, that the logarithm of the price is
normally distributed. It has long been known that this
is not true, and the received wisdom is that stock
prices exhibit "fat tails" relative to a normal distribu-
tion (more extreme changes than the normal distribu-
tion would predict). Our analysis of daily values of the
S&P 500 confirms a departure from normality for the
period 1980 to 1995. We find minor evidence of fat
tails, but much evidence of a "too-thin" middle in the
distribution--more small changes and fewer moder-
ate-sized changes than the normal distribution would
allow.

The paper’s third section turns to some explana-
tions for these results. We suggest that the relative
overpricing of puts might be the result of h~hibitions
on the arbitrage required to correct put overpricing.
These limitations, in the form of transactions costs and
risk exposure, are greater for short selling of stock, the
way arbitrageurs would take advantage of put over-
pricing, than for buying stock, the mechanism for
correcting put underpricing.

We also examine a model of stock prices that can
explain the non-normality observed in our data. This
"jump-diffusion" model is consistent with both the
observed skewness and the leptokurtosis in the distri-
bution of stock prices. According to this model, stock
prices are usually consistent with a log-normal distri-
bution, but occasional shocks create discrete jumps
up or down h~ the price. This leads to a distribution of
stock prices that looks like the one observed for the
S&P 500 index, that is, roughly symmetric but with
small changes given excessive weight. The jump-
diffusion model of stock prices also leads to a specific
option pricing model that is a modification of Black-
Scholes.
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T he power of international capital movements over national econ-
olnies has been forcefully demonstrated in recent years by specu-
lative attacks on the exchange rates of a number of currencies,

including several European currencies during 1992 and 1993 and the
Mexican peso late in 1994. The aftermath of the flight of funds from
Mexico was particularly severe---a precipitous depreciation of the peso, a
surge of inflation, and a drop in national output of more than 10 percent,
as well as flights of capital from several other cotu~tries whose economic
prospects aroused arcxiety in response to the Mexican crisis.

Incidents such as these have inspired a number of questions, and
reservations, about international capital movements. Have they become
more volatile? Has their impact on national economies strengthened?
Ho~v should governments deal with powerful and volatile flows? These
are among the issues addressed in this article. First, however, we consider
the extent to ,vhich national capital markets are in fact linked together.

I. The Integration of National Capital Markets

International capital movements can affect a national economy only
to the extent that its capital market is connected to others. Such linkages
have strengthened in recent years as many nations have relaxed restric-
tions over their financial markets and as technical advances have speeded
communications.

One familiar measure of this linkage is the similarity of interest rates
between nations. If the financial markets in various countries are closely
integrated, interest rates in those markets will be approximately equal on
securities with the same maturity and risk of default, after adjusting for
the cost of "covering," or of insuring against the risk that the currency in
which a security is denominated might depreciate.~ Any tendency for
interest rates to rise above this equalized level will be quickly squashed
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by funds flowing in from abroad to gain the higher
interest return.

By this standard, the markets for short-term fi-
nancial assets in a number of advanced economies
have been closely integrated for years. Four typical
cases are represented in Figure 1. As can be seen, the
differences between interest rates on three-month dol-
lar deposits, on the one hand, and on similar foreign-
currency assets in these four countries, on the other
hand, are extremely small (once each foreign interest rate
is adjusted for the cost of covering against the risk of
change in the foreign currency’s value against the
dollar).

Of greater interest are the differences between
real interest rates, or rates adjusted for inflation. Real
interest rates can be defined ex ante or ex post. The
approximate ex ante rate is the expected nominal
interest rate minus the expected inflation rate, while
the approximate ex post rate is the actual interest
payment rate minus the actual inflation rate. Since
saving and investment decisions, and therefore capital
movements, are based on expectations about the fu-
ture, this analysis focuses on country-to-country dif-
ferences in ex ante real rates.

Because expectations cannot be observed, ex ante
rates must be estimated. The task can be simplified by
using the stated, or promised, nominal rates on bonds
issued by industrial country governments as the mea-
sure of expected nominal rates. This seems justifiable
on the grounds that the risk of default on such bonds
is generally extremely low.

The esthnation of expected inflation is not so
simple. A common approach is to assume that expec-
tations of future inflation are based chiefly on the
record of past inflation. Evidence exists that long-term
inflation expectations--those to be subtracted from
nominal bond yields--are influenced by the record of
inflation over a long period, rather than only the most
recent years (Group of Ten 1995).

Some idea of how close real interest rates may
have been in a number of industrial countries can be
gleaned from Figure 2. In this chart the average
nominal interest rates on government bonds over the
five years 1990 to 1994 in 19 industrial countries have
been plotted against the average rates of consumer
price inflation in the same countries for the 15 years
1980 to 1994. The resulting pattern is consistent with
the view that differences in nominal interest rates

1 This "cost" is measured by the discount (or premium) from
the spot foreign exchange rate that is realized in selling forward a
currency in which a security is denominated.

Figure 2
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among these countries may largely reflect differences
in inflation expectations or inflation risk premia.2
Thus, real interest rates may be fairly similar, another
indication of the integration of national capital markets.

While the foregoing discussion has dealt with
industrial countries, integration is not limited to their
capital markets. Although developing country mar-
kets in general are less closely integrated than those
of industrial countries, various studies conclude that
many developing country markets have become
highly susceptible to the influence of international
capital movements.3

How close comparable interest rates are may be
the best index of capital market integration, but in-
sight can also be gained from data on actual capital
movements between countries. Net capital move-
ments (the overall excess of inflows to or outflows

2 The simple coefficient of correlation is 0.83, significant at the
0.01 level.

~ For example, see Frankel and Okongwu (1995); de Brouwer
(1995).
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Table 1
Current-Account Balance as a Percent of GNP/GDP, Selected Countries, 1956 to 1994
Positive sign implies capital outflow, negative sign an inflow.

Belgium-
Luxembourg Canada Germany Greece Iceland Ireland Italy

2.20 -7.80 -3.16 -11.82 -.36
2.69 -7.76 -3.05 -7.68 .12
2.60 -6.96 -1.45 -9.81 1.87
1.65 -5.79 -2.90 -11.29 2.34
1.54 -1.54 -3.88 -.61 .75
.90 -1.51 2.93 -.67 1.15

-.60 -2.08 4.19 -3.27 4.54
.22 -1.06 -1.33 -4.24 -1.35
.05 -3.79 -1.95 -4.31 1.08

-1.46 -4.51 .99 -4.75 3.53
.08 -3.90 -1.45 -2.59 3.14

2.03 -3.21 -9.85 .45 2.14
2.21 -3.32 -11.57 -2.55 3.24
1.25 -3.99 -.23 -5.79 2.69
.45 -4.16 .43 -5.01 .76
.44 -3.05 -7.80 -4.37 1.37
.46 -3.10 -3.30 -2.65 1.42

1.48 -7.08 -1.52 -3.78 -1.74
2.79 -5.89 -11.46 -9.78 -4.45
1.06 -4.07 -7.96 -1.48 -.35

.84 -3.99 -1.49 -5.16 -1.34

.79 -4.00 -2.37 -5.35 .97
1.42 -2.94 .81 -6.78 2.02
-.72 -4.75 -.80 -13.44 1.56

-1.73 -5.33 -2.50 -11.52 -2.29
-.50 -6.33 -4.51 -14.89 -2.53

.76 -4.80 -8.48 -10.95 -1.77

.83 -5.32 -2.16 -7.14 .21
1.54 -6.31 -4.89 -6.42 -.71
2.73 -9.87 -4.12 -4.08 -.91
4.50 -4.31 .45 -3.45 .40
4.15 -2.67 -3.62 -.34 -.32
4.23 -1.81 -3.81 .24 -.79
4.82 -4.77 -1.61 -1.62 -1.37
3.05 -5.34 -2.23 .11 -1.54

-1.18 -2.23 -4.75 3.53 -2.09
-1.17 -2.76 -3.10 5.40 -2.28
-.86 -1.02 -.08 8.77 1.12

-1.27 1.53

Year Australia Austria Denmark Finland France

1956 -.85 2.66 -5.07 -.29 -1.19
1957 -.06 1.88 -3.85 .97 -.23
1958 -.81 3.49 -3.27 2.62 1.93
1959 .20 .65 -4.00 .29 .64
1960 - 5.43 - 1.42 .93 -3.34 - 1.00 - .85
1961 -1.33 -.36 .40 -2.36 -1.65 -1.36
1962 -2.08 1.10 .63 -1.90 -3.24 -1.51
1963 -1.06 -.14 -.72 -1.11 .31 -.33
1964 -2.18 .16 -.01 -.80 -2.26 -2.34
1965 -4.79 -.48 .87 -1.93 -1.82 -2.26
1966 -2.78 -1.88 -.51 -1.75 -1.88 -2.21
1967 -3.40 -1.04 .97 -.72 -2.36 -1.80 .16
1968 -4.51 -.82 .13 -.12 -1.72 .56 -.86
1969 -2.69 .69 1.01 -1.17 -2.87 .22 -1.19
1970 -2.14 -.55 2.68 1.20 -3.45 -2.20 -.12
1971 -1.97 -.42 2.15 .38 -2.41 -2.84 .11
1972 .97 -.32 3.53 -.26 -.29 -.83 -.05
1973 .61 -.85 2.93 .24 -1.65 -2.07 .57
1974 -3.33 -.68 1.48 -.86 -3.11 -5.07 -1.42
1975 -1.10 -1.97 .28 -2.75 -1.31 -7.64 .80
1976 - 1.93 -3.54 .61 -2.11 -4.64 -3.70 -.95
1977 -3.07 -5.86 -.67 -2.04 -3.74 -.33 -.10
1978 -3.88 -2.60 -.82 -2.07 -2.70 1.95 1.46
1979 -2.00 -2.87 -2.67 -1.80 -4.59 -.40 .88
1980 -2.79 -5.10 -4.02 -.59 -3.81 -2.75 -.63
1981 -4.88 -4.64 -4.16 -2.00 -3.38 -.96 -.82
1982 -4.86 1.04 -2.93 .54 -4.21 -1.84 -2.19
1983 -3.69 .42 -.59 -.45 -2.56 -2.32 -.99
1984 -4.80 -.29 -.07 -.21 -3.29 -.05 -.18
1985 -5.54 -.27 .80 -1.34 -4.98 -1.52 -.01
1986 -5.68 .22 2.62 -2.87 -5.69 -.99 .33
1987 -3.84 -.23 1.92 -2.92 -3.05 -1.96 -.50
1988 -4.23 -.20 2.27 -3.59 -1.28 -2.60 -.50
1989 -6.41 .19 1.99 -4.28 -1.11 -5.11 -.59
1990 -5.29 .75 2.46 -3.89 1.11 -5.16 -1.29
1991 -3.47 .07 2.29 -4.21 1.60 -5.69 -.59
1992 -3.79 -.38 2.80 -4.00 3.14 -4.65 .33
1993 -3.81 -.48 -4.47 3.62 -1.16 .82
1994 -1.09 -3.43 1.10 .31

Average without
Regard
to Sign    3.36 1.15 1.66 2.15 2.47 2.11 .67 1.62 4.29 3.50 5.42    1.65

from a country) are more relevant for this sh_ldy than
the gross flows, since it is the net flow that affects a
country’s net creditor or debtor position and overall
rate of interest. This net flow is in principle equal to

the country’s international balance on current account,
that is, on trade in goods and services (with services
defined to include income flows) and unilateral trans-
fers. The reason for this equality can be stated suc-
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Table 1 (Cont’d)
Current-Account Balance as a Percent of GNP/GDP, Selected Countries, 1956 to 1994
Positive sign implies capital outflow, negative sign an inflow.

Year Japan Netherlands Norway Portugal

1956 -.11 -2.32 .11
1957 -2.02 -1.74 .35
1958 .87 4.43 -3.94
1959 .96 4.66 -2.07
1960 .32 3.12 -2.76
I961 -1.83 1.47 -3.82
1962 -.07 1.06 -~.60

I965 1.01 .26 -2.17
1966 1.18 -1.04 -2.76

1968 .70 .35 .08

1970 .98 -1.44 -1.93
1971 2.52 -.35 -4.19
1972 2.18 2.82 -.40 4.06
1973 -.03 3.85 - 1.90 2.94
1974 -1.03 4.02 -4.84 -6.15
1975 -.14 2.71 -8.82 -5.12
1976 .66 3.61 -12.19 -8.35
1977 1.58 1.10 -14.35 -5.93
1978 1.70 -.91 -5.35 -2.64
1979 -.86 .06 -2.31 -.27
1980 - 1.02 -.64 1.97 -4.35
1981 .41 2.52 - 20.03
1982 .63 3.41 1.22 -14.82
1983 1.75 3.67 3.72 -8.28
1984 2.76 5.08 5.42 -3.46
1985 3.65 3.27 5.35 1.95
1986 4.31 2.27 -6.66 4.09
1987 3.59 1.82 -5.01 1.22
1988 2.73 3.01 -4.45 -2.61
1989 1.97 4.28 .24 .34
1990 1.21 3.16 3.91 -.30
1991 2.16 2.60 4.89 -1.04
1992 3,19 2.00 2.70 -.22
1993 3.11 3,10 2.45
1994 2.79 3.12
Average without
Regard to
Sign 1.52 2.24 3.64

Average for all
Countries without Regard

to Sign (excluding
United United Australia, France,

Spain Sweden Switzerland Kingdom States and Portugal)~

-1.14 -1.25 -.42 .99 .37 2.34
-1.56 -.24 -.62 .97 .75 2.03
- 1.08 -.48 2.97 - 1.42 -.03 2.78
-.24 .02 2.20 -.54 -.46 2.27
3.77 -.61 1.07 -.99 .55 1.61
1.87 .28 -2.16 -.01 .71 1.41
-.09 .04 -3.10 .38 .59 1.78

-1.14 -.15 -3.01 .36 .72 1.16
.16 .08 -3.10 -1.13 1.04 1.38

-2.09 -.86 -.49 -.21 .76 1.69
-2.09 -.68 .79 .21 .39 1.59
-1.55 -.18 .59 -.95 .32 1.77
-.68 -.43 -.51 -1.17 .07 1.68

-1.18 -.67 -.18 1.01 .04 1.42
.21 -.80 .75 1.57 .23 1.60

2.00 .97 1.16 1.92 -.13 2.14
1.07 1.33 1.63 .33 -.48 1.47

.81 2.75 -2.11 - 1.30 .52 2.03
-3.63 -.96 -5.60 -3.73 .13 3.86
-3.34 -.47 1.39 -1.47 1.13 2.69
-3.95 -2.10 3.97 -.61 .23 3.04
-1.76 -2.64 3.04 .06 -.73 2.85

1.11 -.27 2.36 .67 -.68 2.07
.57 -2.24 -.25 -.19 .01 2.23

-2.45 -3.53 -.19 1.27 .08 2.82
-2.70 -2.49 3.47 2.74 .16 3.46
-2.36 -3.34 2.51 1.63 -.36 2.93
-1.75 -.87 1.19 1.14 -1.30 2.08

1.27 .59 6.38 .42 -2.62 2.68
1.72 -1.22 6.15 .72 -3.09 3.10
1.72 -.11 3.28 -.23 -3.53 2.64
-.08 -.10 3.52 -1.19 -3.68 2.23

-1.10 -.42 4.57 -3.49 -2.61 2.40
-2.87 -1.78 4.31 -4.34 -1.96 2.70
-3.42 -2.91 2.94 -3.37 -1.66 2.68
-3.16 -1.96 4.29 -1.44 -.12 2.68
-3.21 -3.55 5.67 -1.69 -1.13 2.93
-.97 -2.19 6.88 -1.87 -1.64

-1.07 .43 -.00 -2.31

4.67    1.72 1.18 2.60 1.22 .96
aAustralia, France, and Portugal are excluded from the calculations because data for them are lacking for some years.
Source: International Monetary Fund data base on DRI/McGraw-Hill.

cinctly: A country that imports more in goods and
services than it exports, and receives no unilateral
transfers to make up the difference, must borrow that
difference from abroad, and the corresponding net

inflow of capital will equal its current-account deficit.
Accordingly, the current-account balance is used in
this study as a measure of the net capital inflow or
outflow experienced by a country.
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In Table 1 current-account balances are reported
as a percentage of gross national or gross domestic
product for all industrial countries and years for
which data could readily be obtained. The focus is on
industrial countries because fairly lengthy time series
are available for them. As indicated in the last column,
the average current-account balance, or net capital
flow, has varied over the years from a low of 1.16
percent of GNP/GDP in 1963 to a high of 3.86 percent
in 1974, a year strongly impacted by an upward oil
price shock. As reported in the last row, Ireland

The degree of integration among
capital markets has been

impressive for years, well before
it became fashionable to speak

of "globalization." "

experienced the largest average net capital flow rela-
tive to GNP (5.42 percent) and France the smallest
(0.67 percent), over the years h~cluded. Portugal in-
curred the largest single relative capital movement, a
net inflow in 1981 amounth~g to a stunning 20.03
percent of GNP.

As already noted, interest rate comparisons pro-
vide a more direct measure of capital market integra-
tion than such data on capital movements. Nonethe-
less, the relatively large net inflows experienced by
Portugal in 1981 and 1982, and by Ireland and other
countries on occasion, clearly demonstrate the capac-
ity of the markets for remarkable capital transfers.
Moreover, this capacity has been in evidence for years;
as indicated in the last column of the table, the average
net capital flow relative to GNP/GDP was not much
different in the early 1990s from that in the late 1950s.

Statistical tests help to confirm this impression
that net capital movements have shown little if any
tendency to increase over time in relation to national
outputs. While some upward trend seems to be
present, it is very modest, amounting to only 0.03
percent (of GNP) per year.4              ~

This is not to say that capital markets have
become fully integrated. Even among the industrial
countries, some controls over capital movements re-
main, many investors still display a bias in favor of
domestic securities, and significant divergences can
sometimes be found among real interest rates. But the

degree of integration is impressive--and has been for
years, well before it became fashionable to speak of
"globalization."

H. The Volatility of Capital Movements

The benefits of capital market integration have
long been recognized. Close links between national
capital markets allow capital to flow to where it can be
most productive. Nations that experience temporary
shortfalls in income can borrow to smooth out their
consumption over time. Investors can acquire foreign
securities in order to diversify their portfolios so as to
reduce overall risk without sacrificing overall return.
Financial firms, confronted with competition from
abroad, become more efficient. Economic policymak-
ers may be deterred from irresponsible courses by the
prospect of capital flight.

But the prospect of capital flight has also pro-
voked skepticism about the desirability of untram-
meled integration. As the recent Mexican episode
demonstrates, the discipline exercised by the interna-
tional capital markets can be extremely severe, per-
haps excessive. This section examines the variability of
net capital movements in order to shed some light on
the dimensions of the perceived problem. Again, the
current-account balance is taken as the measure of net
capital flows, and the focus remains on the industrial
countries.

For those concerned about the overall economic
impact, variability in capital flows relative to GNP will
be of much greater interest than variability in the
abstract. Thus, the approach adopted here is to ascer-
tain whether any trend has been present in the data
presented in the last column of Table 2. As can be seen
in Figure 3, no trend is readily discernible in those
year-to-year changes. Statistical tests also fail to reveal
any trend.5 Thus, other things equal, the variability of
net capital movements relative to national output
seems to pose no greater problem for the industrial

’countries currently than in the late 1950s.
Another relevant question is whether countries

heavily involved in international commerce generally
experience greater variability in net capital move-
ments than countries less heavily involved. Other
things equal, an affirmative answer seems inescapable,
since countries with little or no international com-
merce cannot experience much variability therein,

See the regression results in Section I of the appendix.
See the regression results in Section II of the appendix.
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especially in relation to
GNP. Still of interest,
however, is the strength
of the relationship be-
tween this variability
and national involve-
ment in trade.

As indicated in Fig-
ure 4, the relationship
is present, but weak.
For the 18 industrial
countries listed in Table
2, variability in net
capital flows relative
to GNP doestend to
rise with the volume of
trade in goods and ser-
vices relative to GNP
(our measure of inter-
national involvement).
The relationship is far
from perfect, however.6

Figure 3
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III. Do Capital
Movements
Promote Booms and Recessions?

Of greater interest than the mere variability of
capital movements is the question whether they tend
to provoke booms or recessions. In other words, do
international capital movements often administer cy-
clical shocks to domestic economies?

An Analytic Frmnework

To address this question, it is useful to devise
criteria for distinguishing between shocks to an econ-
omy from capital movements and other economic
shocks. To begin with, consider the various domestic
and external economic shocks that might generate
reductions both in the current-account balance (that
is, increased net capital inflows or reduced outflows)
and in real GNP. Shocks opposite from those in the
following outline would, of course, generate increases
in real GNP and the current-account balance.

1. Domestic shocks in goods markets--shifts in domestic
demand or supply:

a. A reduction in the supply of domestic goods
for export (as during a general labor strike or a natu-
ral disaster, such as an earthquake) that is not offset by
a higher price paid by foreign purchasers (because

their demand is highly elastic with respect to price
changes);

b. An increase in the supply of domestic goods
for export (as during a bumper crop) that is more than
offset by a lower price paid by foreign buyers (because
foreign demand is inelastic with respect to price
change--an unlikely phenomenon);

c. A shift in domestic demand away from domes-
tic goods toward imports (as during a shift in tastes
away from domestic goods--an event that seems
unlikely on a substantial scale).

2. External shocks in goods markets--shifts in foreign
demand or supply:

a. An increase in the price (reduction in supply)
of an imported good (as during an adverse oil supply
shock) that is not offset by a reduction in the quantity
purchased (because domestic demand is inelastic with
respect to price);

b. A reduction in foreign demand for domestic
exports.

Before considering other possible shocks, note
that in cases 2a and 2b the terms on which the country
trades with the rest of the ~vorld (the price of its

6 The simple coefficient of correlation is 0.48.
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Table 2
Year-to-Year Change in Current-Account Balance as a Percent of Preceding Year GNP/
GDP, Selected Countries, 1957 to 1994

Belgium-
Year Australia Austria Luxembourg Canada Denmark Finland France Germany Greece Iceland Ireland Italy

1957 .79 -.66 .95 1.32 .96 .73 -,60 -.06 3.83 .49
1958 -.79 1.64 .50 1.77 1.87 .10 .52 1.36 -2.46 1.89
1959 1.02 -2.82 -1.03 -2.30 -1.24 -.81 .94 -1.86 -2.20 .63
1960 -1.78 .34 .56 -1.36 -1.61 .18 4.12 .76 10.68 -1.48
1961 4.09 1.02 -.51 1.00 -.85 -.69 -.51 -.17 6.75 -.11 .52
1962 -.91 1.52 .27 .41 -2.00 -,26 -1.56 -.69 1.78 -2.87 3.95
1963 .93 -1.24 -1.40 .72 3.56 1.16 .83 .89 -5.77 -1.28 -6.08
1964 -1.35 .31 .71 .23 -2.89 -2.31 -.17 -3.19 -1,14 -.66 2.53
1965 -2.99 -.68 .95 -1.33 .22 -.16 -1.64 -1.34 3.15 -.78 2.72
1966 1.75 -1.58 -1.41 -,03 -.27 -.11 1.54 .18 -2.73 2.03 -.13
1967 -.86 .78 1.55 .97 -.69 .38 1.97 .43 -8.21 3.07 -.78
1968 - 1.53 .16 -.83 .60 .58 2.32 - 1.08 .36 -.39 1.05 -2.95 1.37
1969 1.52 1.58 .99 -1.17 - 1.54 -,32 -.43 -.79 - 1.20 11.37 -4.11 -.27
1970 .33 -1.31 1.98 2.50 -.94 -2.67 1.06 -.69 -.67 .77 .17 -1.77
1971 -.11 .06 -.28 -.77 .76 -.93 .24 -.05 .77 - 10.39 -.05 .73
1972 3.12 .04 2.25 -.68 2.05 1.86 -.18 .12 -.50 3.69 1.09 .29
1973 -.12 -.82 .23 .54 -1.88 -1.90 .79 1.50 -6.11 1.23 -1.84 -3.53
1974 -4.65 .04 -1.18 -1.30 -1.80 -4,41 -2.09 1.61 .27 -13.54 -6.46 -3.30
1975 2.13 -1.56 -1.16 -2.12 1.56 -3.91 2.43 -1.63 t,37 4.t2 8.02 4.05
1976 -1.01 -1.83 .39 .25 -3.81 3.66 -1,78 -.16 -.24 6.20 -3.62 -.97
1977 -1.13 -3.43 -1.40 .03 .47 3.35 .83 .07 -.64 -1.66 -1.13 2.46
1978 -t.37 2.73 -.33 -.09 .48 2.44 1.91 ’ .99 .46 3.30 -3.35 1.52
1979 1.64 -.80 -2.24 .07 -2.64 -2.44 -.40 -2,28 -2.87 -1.72 -9.99 -.07
1980 -1.23 -2.84 -1.60 1.13 .78 -2.92 -1.60 -1.12 -.81 -2.18 -.20 -4.34
1981 -2.80 1.10 ,62 -1.63 .91 1.81 -.09 1.31 -.48 -2.17 -2.54 .01
1982 .15 5.68 1.57 2.54 -.69 -.89 - 1.24 1.23 1.36 -3.51 3.81 .78
1983 1.29 -.62 2.37 - 1.03 1.64 -.40 1.25 .07 .04 6.65 4.05 2,00
1984 -1.64 -.69 .52 .23 -.62 2.27 .82 .62 -.72 -2,82 1.06 -.92
1985 -.06 .01 .90 -1.15 -2.01 -1.55 .17 1.21 -3.39 .60 2.15 -,22
1986 -.38 .58 2.86 -1.64 -3.10 .22 .47 3.70 4.82 4.73 -.77 1.47
1987 1.14 -.51 -.22 -.48 1.88 -1.48 -.94 .69 1.16 -5.49 3,05 -.80
1988 - 1.47 .02 .55 - 1.31 1.69 - 1.10 -.04 .40 .58 -.58 .59 -.55
1989 -2.97 .38 -.25 -1.18 .21 -2.99 -.09 .57 -3.03 2.37 -1.90 -.63
1990 .91 .75 1.09 .22 2,47 - 1.03 - 1.00 -.96 - 1.82 -.97 1.76 -.57
1991 1.80 -.67 -.11 -.45 .49 .14 .69 -4.30 2.96 -2.90 3.52 -.66
1992 -.26 -.50 .84 .35 1.84 1.53 .95 -.14 -.80 1.56 2.47 -.33
1993 .06 -.09 -,33 .33 3.73 .45 .36 1.80 3,02 2.63 3.19
1994 -.70 1.07 2.43 -.50 -.48 .46

Average without
Regard to
Sign        1.45    1.08      1.08       .86     1.47    1.72     .87     .99    1.41     3.57 2.79 1.54

exports relative to the price of its imports) could be
expected to decline, or worsen. Such a decline, while
possible, would be unlikely in cases lb and lc, which,
therefore, are unlikely to generate reductions in both

GNP and the current-account balance. And in la, the
terms of trade would improve, or at least not worsen.
Consequently, one may conclude that if a country’s
terms of trade deteriorate along with its real GNP and
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Table 2 (Cont’d)
Year-to-Year Change in Current-Account Balance as a Percent of Preceding Year GNP/
GDP, Selected Countries, 1957 to 1994

Average Percentage
Change for All Countries
without Regard to Sign

United United (excluding Australia,
Year Japan Netherlands Norway Portugal Spain Sweden Switzerland Kingdom States France, and Portugal)a

1957 -2.21 .44 .26 -,59 1.00 -.23 .03 .43 .87
1958 2.95 6.24 -4.27 .34 -.27 3.67 -2.46 -.78 1.88
1959 .22 .56 1.74 .87 .50 -.63 .85 -.47 1.15
1960 -.57 -1.20 -.87 3.53 -.68 -1.02 -.51 1.03 1.79
1961 -2.52 -1.49 -1.88 -1.64 .92 -3.49 .97 .19 1.40
1962 1.75 -.33 -.05 - 1.97 -.24 - 1.28 .42 -.08 1.19
1963 -1.20 -.17 .56 -1.26 -.19 -.20 -.00 .18 1.48
1964 .42 - 1.89 1.64 1.34 .24 - .43 - 1.59 .40 1.23
1965 1.71 1.19 -1.35 -2.59 -1.02 2.57 .89 -.22 1.36
1966 .36 - 1.39 -.83 -.33 .11 1.34 .44 -.34 .84
1967 -1.35 .70 -.85 .40 .48 -.15 -1.19 -.06 1.33
1968 .98 .69 3.38 .88 -.27 -1.15 -.15 -.24 1.02
1969 .74 -.14 1.19 -.67 -.30 .32 2.26 -.02 1.61
1970 -.08 -1.90 -3.40 1.42 -.23 1.02 .71 .20 1.25
1971 1.87 1.03 -2.25 2.07 1.85 .64 .59 -.37 1.41
1972 .37 3.85 3.72 -.64 .59 .83 - 1.54 -.39 1.36
1973 -2.22 2.24 -2.06 -.15 .01 2.01 -4.47 -1.81 1.06 1.97
1974 -1.11 .90 -3.93 -10.10 -5.30 -3.82 -4.37 -2.72 -.38 3.14
1975 .88 -.88 -5.89 .56 -.32 .36 7.18 2.00 1.09 2.67
1976 .88 1.24 -4.52 -3.57 -.74 -1.80 2.79 .88 -.87 1.94
1977 1.28 -2.32 -4.19 2.12 1.99 -.68 -.71 .67 -1.05 1.53
1978 .81 -2.21 8.35 3.06 3.10 2.34 .24 .79 -.05 1.87
1979 -2,60 ,98 2.70 2.33 -.34 -2.37 -2.63 -.9I .69 2.13
1980 -.20 -.75 4.73 -5.08 -3.20 -1.85 .04 1.81 .08 1.70
1981 1.47 2.74 1.93 - 14.80 .09 1.25 3.43 1.35 .10 1.39
1982 .18 .82 -2.74 6.10 .40 -.45 -.90 -1.19 -.54 1.63
1983 1.28 .t5 2.44 7.40 .83 2.54 - 1,31 -.55 - 1.04 1.61
1984 1.20 1.06 1.75 5.12 3.03 1.48 4.84 -.74 - 1.61 1.45
1985 1.12 -1.72 .25 5.57 .52 -1.87 -.11 .34 -.68 1.10
1986 2.72 -.11 -13.3I 4.02 .67 1.07 -t .41 -1.01 -.63 2.49
1987 .06 -.05 .64 -2.56 -1.82 -.01 1.15 -1.22 -.37 1.17
1988 -,31 1.36 .26 -4.19 -1.21 -.38 1.43 -3.05 .85 .90
I989 -.78 1.25 4.69 2.99 -2.07 -1.45 -.41 -.86 .52 1.42
1990 -.73 -.37 4.36 -.74 -1.55 -1.72 -.59 .45 .21 1.20
1991 1.25 -.49 1.00 -.89 .02 .87 1.43 1.88 1.54 1.37
1992 1.33 -.40 -2.02 ,77 -.33 -1.71 1.60 -.32 -1.06 1.06
1993 .38 .99 -.46 2.40 1.91 1.00 .01 -.60
1994 -,05 .29 -.11 2.65 1.87 -.82

Average without
Regard to
Sign        1.11      1.22       2.72    4.11    1.33    1.14      1.65      1.08     .56
aAustralia, France, and Portugal are excluded from the calculations because data for them are lacking for some years.
Source: IMF data base on DRI/McGraw-HilI.

its current-account balance, or if all three of these
variables concurrently improve, a likely primary cause
is an external, rather than a domestic, shock to real
demand or supply.

A decline in real GNP may also be caused by a
home-grown recession (obviously a domestic shock,
whatever the cause) or by an abrupt decline in net
capital inflows from abroad (an external shock, as h~
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Figure 4

Relationship between Involvement in International Commercea and
Standard Deviation of the Year-to-Year Change in Current Balance
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a Defined as Ihe average percentage that trade in goods and services (average o| exports plus imports] is of GNP/GDP
for the years 1960. 1970, 1980, and 1990.
Source: Table 2; IMF data base on DRI; Balance of Payments Yearbook. vols. 17 and 29; and international Financial Statistics Yearbook 1995.

the recent Mexican episode).7 In both cases, however,
the current-account balance would likely improve,
rather than decline, as the country’s demand weak-
ened for foreign as well as domestic goods. In judging
whether a decline in GNP and a concurrent improve-
ment in the current account were initiated by a do-
mestic recession or at least ha part by an abrupt decline
in capital inflows (or increase in capital outflows), one
might again look to the terms of trade, which are likely
to deteriorate if capital inflows plummet and reduce
demand for the domestic currency and its foreign-
exchange value,s

From this brief analysis some criteria can be
distilled for identifying, albeit tentatively, those epi-

sodes in which external
cyclical shocks, includ-
ing shocks from capital
movements, have played
a significant role. If real
GNP, the current-accotmt
balPa~ce, and the terms
of trade all change in the
same direction, an exter-
nal real demand or sup-
ply shock has probably
contributed, and the
offsetting change in
net capital movements
(required to maintain
overall balance in the
country’s international
payments) serves to
cushion the shock. If
real GNP and the terms
of trade change in the
same direction while the
current-account balance
changes in the opposite
direction, a change in
net capital movements

(in the opposite direction, of course, from the change
in the current-account balance) has probably contrib-
uted to, rather than cushioned, these developments.9
(See the box.)

Of course, a country may be subjected to more
than one kind of economic shock simultaneously, and
the discovery, through the application of our criteria,
of a likely external shock does not preclude the
contemporaneous presence and influence of other
shocks. In addition, many shocks may be too mild to
be detected by our criteria--and too innocuous to
cause concern.

The Analytic Results

7 Although this article follows the convention of treating capi-
tal-flow shocks as external, domestic investors and borrowers
usually play a role in such shocks. They are classified as external in
this article because of their obvious international flavor, but readers
may prefer to think of tliem simply as capital-flow shocks.

a The domestic currency prices of both exporB and imports
commonly rise following a significant depreciation of the domestic
currency, but it is generally believed that the price of imports will
rise by more. This belief is based on the likeliliood that a country’s
imports will be more diversified than its exports, with importers of
any one item typically accounting for so little of the world’s
purchases that reductions in their imports will do little to dampen
the price increases they face. For empirical support for this view, see
Fieleke (1984, p. 41).

Application of the foregoing analytic approach
yielded the results reported in the remaining tables
and charts in this article. The data readily available
allowed the approach to be extended to the 11 indus-
trial countries listed in these tables over fairly long
time periods, as indicated for each country.

9 Changes in the gap between actual and potential GNP rather
than changes in actual GNP miglit be used as a criterion; but
potential GNP is not readily measurable, and use of changes in the
current-account balance and the terms of trade as additional criteria
should help to insure accurate identification of external shocks.
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Criteria for Identifying Likely External Economic Shocks
Criteria

Type of Shock

A. Goods Market

Change in Current-
Account Balance

Change in Real
GNP or GDP

Change in Terms of Trade
(Ratio of Export Prices

to hnport Prices)

1.Negative: Reduction in
foreign supply of domestic
imports"~ or in foreign
demand for domestic
exports

2. Positive: Increase in foreign
supply of domestic imports’~

or in foreign demand for
domestic exports

B. Capital Market

1. Negative: Reduction in net
inflows from (or increase in
outflows to) abroad

Decrease in surplus Decrease Decline
(or increase in deficit)

Increase in surplus Increase Rise
(or decrease in deficit)

Increase in surplus Decrease Decline
(or decrease in deficit)

2. Positive: Increase in net
inflows from (or reduction
in outflows to) abroad

With price-inelastic domestic demand.

Decrease in surplus
(or increase in deficit)

Increase Rise

A country was deemed to have experienced a
positive external demand or supply shock in a partic-
ular calendar quarter if its real GNP or GDP, its
current-account balance, and its terms of trade all
changed in a positive direction, and to have experi-
enced a negative external demand or supply shock if
those three variables all changed in a negative direc-
tion, where all changes were measured from the same
quarter a year earlier. In these demand and supply
shocks, net capital movements were offsetting, and
might be construed as countercyclical. A capital-
inflow shock (from an increase in inflows or a decrease
in outflows) was deemed to have occurred in a par-
ticular calendar quarter if real GNP or GDP, net
capital movements, and the terms of trade all changed
positively for a country, while a capital-outflow shock
was recorded if all three variables changed negatively,
where all changes were again measured from the same
quarter a year earlier. These capital-flow shocks
tended to provoke, or at least to accommodate, expan-
sions or recessions.

As indicated in Table 3, most of the 11 countries
experienced external economic shocks in at least one-
half of the calendar quarters covered for them, and no

country was exempt. Also, for most countries more
quarters were affected by demand or supply shocks
than by capital-movement shocks. Finland had the
highest incidence of calendar quarters undergoing
capital-flow shocks--40 out of the 96 quarters cov-
ered-with the United States second.

Has the incidence of external economic shocks
risen over the years? No such trend is readily apparent
in Figures 5 or 6. Instead, the number of countries
affected seems to follow a fairly random pattern over
time.

Conventional wisdom proclaims that capital
shocks are administered most frequently by funds
invested in short-term, rather than long-term, assets.
To investigate tliis matter, we calculated, insofar as
data would permit, the number of calendar quarters
in which various major categories of capital partici-
pated in the capital-flow shocks listed in Table 3. The
results are presented in Table 4 (which, because of
data limitations, covers fewer quarters for most of the
countries than Table 3).

The category, "other short-term capital," joined in
inflow shocks more often than any other type of
capital in only two of the 11 countries. Moreover, in
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Table 3
Number of Calendar Quarters in Which Countries
Listed Probably Experienced External Economic
Shocks, over the Periods Indicated, by Type of Shock

Demand or

Country and
Time Period
Australia

1966Q4-94Q3:
108 Quarters)

Austria
1966Q4-94Q1 :
106 Quarters)

Canada
1966Q4-94Q4:
109 Quarters)

Finland
1971Q1-94Q4:
96 Quarters)

France
1968Q1-94Q4:
104 Quarters)

Germany
1979Q3-94Q4:
62 Quarters)

Italy
(1966Q4-93Q3:
104 Quarters)

Japan
(1966Q4-93Q4:
105 Quarters)

Norway
(1971Q1-94Q3:
95 Quarters)

United Kingdom
(1966Q4-94Q4:
109 Quarters)

United States
(1966Q4-94Q4:
109 Quarters)

Supply Shock Capital Flow Shock Percentage
Positive Negative of Quarters

Positive Negative (Inflow) (Outflow) Shocked

11 0 17 10 35

25 3 15 1 42

22 2 30 8 57

20 4 28 12 67

26 3 23 3 53

14 4 7 0 40

26 2 22 2 50

43 2 15 1 58

25 0 19 1 47

28 6 24 3 56

14 3 33 7 52

Source: IMF data bases on DRIiMcGraw-Hill and FAME (Board of Governdrs of the
Federal Resewe System); and International Financial Statistics, various issues.

for the long term, but can often be sold
quickly and the proceeds withdrawn.
Moreover, the flow of ongoing invest-
ment in long-term assets can be abruptly
reduced.

External economic shocks are of in-
terest not only for their type and perva-
siveness, but also for their economic
impact. A thorough evaluation of that
impact would require a detailed econo-
metric model for each of the countries
under consideration, an undertaking be-
yond the scope of this article. Still, some
idea of the impact can be gleaned from
examining the changes in current-ac-
count balances accompanying the
shocks. Thus, Table 5 presents summary
measures of these four-quarter changes,
where each change is expressed as a
percentage of the GNP or GDP in the
quarter a year prior to the one in which
the shock was experienced. Recall that a
negative capital-flow shock, involving
an increased outflow or reduced inflow
of capital, must be accompanied by a
positive change in the current-account
balance.

As reported in the last column of the
table, the median, or typical, four-quar-
ter change in the current-account bal-
ance, when measured without regard to
algebraic sign and as a percentage of
GNP or GDP, amounted to as much as
2.75 percent in the case of Norway, with
its relatively small and open economy,
and as little as 0.65 percent in the case of
the much larger U.S economy.~° While
informative, these summary measures
for all shocks do not distinguish between
the impacts of capital-flow shocks and of
demand or supply shocks. Which type of
shock usually accompanies the larger
change in current-account balances rela-
tive to GNP/GDP over four quarters?

administering outflow shocks, short-term’capital par-
ticipated more frequently than any other capital cate-
gory in only two countries. Thus, the customary
characterization of short-term capital as the most
recidivist villain of the capital-shock drama may be
somewhat exaggerated. The fact is that long-term
assets, such as stocks and bonds, need not be held

~0 Note that these percentage changes are presented not as
measures of the full change associated with the typical external
shock (which might generate changes shorter or longer in duration
than four quarters), but as measures of the typical change over four
quarters, where the change is associated with an external shock.
Apart from the difficulty of accurately measuring the full impact of
the typical shock, one reason for measuring changes over four-
quarter periods was to allow the use of some seasonally unadjusted
data.
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Figure 5

Total Number of Countries Probably Experiencing External Economic Shocks
Seven Industrial Countries with Data from 1966 Q4 a

Number of Countries
8

7

1966                   1970                              1975                                  1980 1985 1990 1993
Q4 Q1 Q1 Q1 Q1 Q1 Q3

aAustralia, Austria, Canada, ltaly, Japan, UnitedKingdom, andtheUnitedStates.

Figure 6

Total Number of Countries Probably Experiencing External Economic Shocks
Eleven Industrial Countries with Data from 1979 Q3a

Number of Countries
12

11

10

9

8

7

5

4

1980                                                                      1985                                                                       1990 1993
Q1 Q1 Q1 Q3

a Australia, Austria, Canada, Finland, France, Germany, Italy, Japan, Norway, United Kingdom, and the United States.
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Table 4
Number of Calendar Quarters in Which Countries Listed Probably Experienced Capital-
Movement Shocks, over the Periods Indicated, by Type of Shock and Capital

Country and
Time Period
Australia

1971Q1-94Q3:
95 Quarters

Austria
1971Q1-94Q1 :
93 Quarters

Canada
1971Q1-94Q4:
96 Quarters

Finland~
1971Q1-94Q4:
88 Quarters

France
1973Q1-94Q4:
88 Quarters

Germany
1979Q3-94Q4:
62 Quarters

Italy
(1971 Q1-93Q3:
91 Quarters

Japan
(1971Q1-93Q4:
92 Quarters

Norway
(1976Q1-94Q3:
75 Quarters

United Kingdom
(1971Q1-94Q4:
96 Quarters

United States
(1974Q1-94Q4:
84 Quarters

Inflow (Positive) Shock Outflow (Negative) Shock

Other All Other Other All Other
Long- Long- Short- Long- Long- Short-

Direct Portfolio Term Term Term Direct Portfolio Term Term Term
Investment Investment Capital Capital Capital Investment Investment Capital Capital Capital

9 4 9 9 11 6 5 5 6 4

5 7 5 1 0 0 0

15          16 15 17 20 2 5 5 4

10 14 13 13 7 5 7 6

8 7 7 1 2 2 3

3 4 5 0 0 0 0

9 8 8 1 0 2 0

3 4 0 0 0 0

6 7 5 1 0 0 0

13 10    11 I

13 15 13 18 14 4 2 5 3

aData not available from 197401 to 197504.
Source: IMF data bases on DRI!McGraw-Hill and FAME, and International FTnancial Statistics, various issues.

Examination of the data in Table 5 reveals that the
median percentage change (without regard to sign)
associated with all capital-flow shocks exceeds the
median percentage change associated with all demand
or supply shocks for only three of the 11 countries.
Thus, just as the frequency of short-term capital in
disturbances seems to have been exaggerated, so has

the typical hnpact of capital in general, at least for
the countries and time periods under consideration
here.

Aside from the impact of capital in general, how
large are the shifts in various categories of capital
movements during capital shocks? As can be seen
in Table 6, the median four-quarter changes (as a
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Table 5
Median Change, as a Percent of GNP/GDP, in the Current-Account Balance from a Year
Prior, for Calendar Quarters Probably Experiencing External Economic Shocks,
by Type of Shock

Country and
Time Period

Australia
1966Q4-94Q3:
108 Quarters)

Austria
1966Q4-94Q1 :
106 Quarters)

Canada
1966Q4-94Q4:
109 Quarters)

Finland
1971Q1-94Q4:

96 Quarters)
France

1968Q1-94Q4:
104 Quarters)

Germany
1979Q3-94Q4:
62 Quarters)

Italy
(1966Q4-g3Q3:
104 Quarters)

Japan
(1966Q4-93Q4:
105 Quarters)

Norway
(1971Q1-94Q3:
95 Quarters)

United Kingdom
(1966Q4-94Q4:
109 Quarters)

United States
(1966Q4-94Q4:
109 Quarters)

Demand or Supply Shock Capital-Flow Shock
All         Positive    Negative         All          All Shocks

Positive    Negative    Absolute Value (Inflow) (©utflow) Absolute Value    Absolute Value

1.12 None 1.12 -2.62 1.75 2.30 2.21

1.23 -.72 1.06 - 1.19 2.17 1.34 1.21

1.04 -.91 1.04 -.82 .95 .82 .96

1.49 -.83 1.31 -2.32 2.64 2.32 1.97

1.09 -.86 1.08 -.46 .52 .49 .80

1.46 -.56 1.12 -.66 None .66 .94

1.24 -2.13 1.32 -.59 2.73 .68 1.15

1.24 -3.00 1.26 -.68 1.26 .69 1.17

4.21 None 4.21 -1.60 .63 1.57 2.75

1.26 -2.15 1.38 -1.13 1.26 1.18 1.28

.98 -.78 .96 -.54 .49 .51 .65

Source: IMF data bases on DRI/McGraw-Hill and FAME, and International Financial Statistics, various issues.

percentage of GNP/GDP) vary widely, not only by
category of capital, but by type of shock, over the
periods for which data were readily available. One
generalization that emerges is that short-term capital
flows cormnonly change more, in relation to GNP/
GDP, than do other capital flows. However, for each
capital category in the table the median is computed
for only those quarters in which that category partic-

ipated in a capital shock, and, as has been noted,
short-term capital participated less frequently than
did other categories.

The medians reported in Tables 5 and 6 denote
the typical four-quarter impacts of the various shocks,
but tell us nothing about the maximum impacts. Those
are presented in Tables 7 and 8. A comparison of
the two sets of tables reveals that the maximum
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Table 6
Median Change, as a Percent of GNP/GDP, in Various Capital Flows from a Year Prior,
for Calendar Quarters Probably Experiencing Capital-Movelnent Shocks, by Type of Shock
and Capital Participating

Inflow (Positive) Shock Outflow (Negative) Shock

Country and Direct
Time Period Investment

Australia 1.57
(1971Q1-94Q3:
95 Quarters)

Austria .11
(1971Q1-94Q1 :
93 Quarters)

Canada .75
(1971Q1-94Q4:
96 Quarters)

Finland~ .44
(1971 Q1-94Q4:
88 Quarters)

France .17
(1973Q1-94Q4:
88 Quarters)

Germany .51
(197903-9404:
62 Quarters)

Italy .12
(1971Q1-93Q3:
91 Quarters)

Japan .36
(197101-g3Q4:
92 Quarters)

Non, ray 1.49
(1976Q1-94Q3:
75 Quarters)

United Kingdom .76
(lg71Ql-g404:
96 Quarters)

United States .37
(1974Q1-94Q4:
84 Quarters)

Other All Other Other All Other
Long- Long- Short- Long- Long- Short-

Portfolio Term Term Term Direct Portfolio Term Term Term
Investment Capital Capital Capital investment Investment Capital Capital Capital

.98 1.90 3.48 .64 -1.47 -1.02 -1.91 -4.14 -1.22

2.92 .84 3.09 1.47 -.33 None None None -7.94

1.13 1.04 1.67 1.96 -.45 -2.76 -.90 -1.58 -6.86

.95 2.25 t .30 2.36 -.28 -3.00 -1.88 -3.19 -5.94

.66 .44 .91 2.37 -.45 -.83 -2.02 -.60 -1.05

3.40 1.28 1.03 3.85 None None None None None

.64 1.27 .83 2.33 -.41 None -.56 None -11.22

1.18 1.15 .76 1.36 None None None None -1.58

2.69 4.21 4.73 5.73 -1.15 None None None -5.30

1.13 .79 2.19 1.00 -2.59 -4.02 -1.50 -4.94 -4.85

,41 .26 .62 1.71 -.66 -.94 -.26 -1.41 -.83

aData not available from 1974Q1 to 1975Q4.
Source: IMF data bases on DRI!McGraw-Hill and FAME, and International Financial Statistics, various issues.

impacts far exceed the medians for most countries.
Especially striking is the current-account balance de-
cline amounting to 15.5 percent of GDP for Norway
(Table 7), a phenomenon associated with a sharp
increase in net capital flows into the country during

the year ending in the second quarter of 1975, follow-
h~g the surge in oil prices during the oil shock in the
prior year. While the largest of the maximum current-
account impacts--for Norway and for Finland--were
associated with capital-flow shocks, it was demand or
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Table 7
Maximum Change, as a Percent of GNP/GDP, in the
Current-Account Balance frown a Year Prior, for Calendar
Quarters Probably Experiencing External Economic
Shocks, by Type of Shock

Demand or
Supply Shock Capital-Flow Shock All Shocks

during capital shocks in which
they take part. Again, however,
short-term capital apparently par-
ticipates in such shocks somewhat
less frequently than other types of
capital.

Country and Positive Negative Absolute
Time Period Positive Negative (Inflow) (Outflow) Value

Australia 4.42 None -4.38 2.73 4.42
(1966Q4-94Q3: (1972Q4) (1989Q1) (1982Q4) (1972Q4)
108 Quarters)

Austria 7.52 -3.83 -4.00 2.17 7.52
(1966Q4-94Q1 : (1982Q3) (1975Q2) (1977Q2) {1981Q1) (1982Q3)
106 Quarters)

Canada 3.65 -1.26 -2.93 4.20 4.20
(1966Q4-94Q4: (1970Q4) (1991Q3) (1989Q2) (1982Q3) (1982Q3)
109 Quarters)

Finland 5.40 -2.95 -8.12 6.44 8.12
(1971Q1-94Q4: (1977Q1) (1991Q1) (1975Q1) {1976Q2) (1975Q1)
96 Quarters)

France 2.56 -1.10 -3.29 2.12 3.29
(1968Q1-94Q4: (1983Q3) (1980Q4) (1982Q2) (1984Q1) (1982Q2)
104 Quarters)

Germany 4.12 - 1.03 -2.32 None 4.12
(1979Q3-94Q4: (1986Q3) (1980Q3) (1991Q4) (1986Q3)
62 Quarters)

Italy 3.41 -2.65 -2.41 2.76 3.41
(1966Q4-93Q3: (1977Q2) (1981Q1) (1969Q4) (1993Q2) (1977Q2)
104 Quarters)

Japan 3.35 -4.06 -2.22 1.26 4.06
(1966Q4-93Q4: (1986Q3) (1974Q1) (1979QI) (1974Q4) (1974Q1)
105 Quarters)

Norway 12.22 None - 15.49 .63 15.49
(1971 Q1-94Q3: (1990Q4) (1975Q2) (1988Q4) (1975Q2)
95 Quarters)

United Kingdom 2.73 -4.23 -4.09 1.33 4.23
(1966Q4-94Q4: (1969Q2) (1974Q2) (1988Q1) (1991Q4) (1974Q2)
109 Quarters)

United States 1.39 -1.03 -2.06 2.41 2.41
(1966Q4-94Q4: (1979Q1) (1974Q3) (1984Q1) (1991Q1) (1991Q1)
109 Quarters)

Source: IMF data bases on DRI/McGraw-Hill and FAME, and International F~iaancial Statistics,
various issues.

supply shocks that occasioned the maximum impacts
for a majority of the countries.

Scrutiny of Table 8 reinforces the conclusion that
short-term capital movements undergo larger relative
shifts than other types of capital in most countries

IV. Policy toward
Capital Movements

Although, by the measures
presented here, external demand
or supply shocks typically exceed
capital-movement shocks, capital-
movement shocks are sometimes
sizable and disruptive, and can be-
come contagious, posing threats
to the viability of the international
financial system. How can govern-
ments cope with or, even better,
prevent destabilizing shocks?

One approach, currently em-
ployed by many govermnents in
varying degrees, is the use of direct
controls over capital flows. Ordi-
narily, such restrictions take the
form of multiple exchange-rate
arrangements, or taxes or quanti-
tative limits on international capi-
tal movements. This regulatory
approach faces the formidable
challenge of distinguishing be-
tween stabilizing and destabilizing
episodes of capital movements,
and the equally formidable chal-
lenge of effectively enforcing re-
strictions over the destabilizing
flows. Not surprisingly, empirical
studies commonly show that the
capital controls imposed in recent
years have generally failed to at-
tain their goals (Fieleke 1994).

A far better approach is for
governments to pursue economic
policies generally perceived as

"sound," so that speculators observe little opportunity
for successful attacks. Such counsel, however, fails to
acknowledge the fallibility of both government offi-
cials and speculators. Given that policies will occa-
sionally err or be misconstrued, what measures might
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Table 8
Maximum Change, as a Percent of GNP/GDP, in Various Capital Flozos from a Year
Prior, for Calendar Quarters Probably Experiencing Capital-Movement Shocks, by Type of
Shock and Capital Participating

Inflow (Positive) Shock Outflow (Negative) Shock

Country and
Time Period

Australia
1971Q1-94Q3:
95 Quarters

Austria
1971Q1-94Q1 :
93 Quarters

Canada
1971Q1-94Q4:
96 Quarters

Finlanda
1971Q1-94Q4:
88 Quarters

France
1973Q1-94Q4:
88 Quarters

Germany
1979Q3-94Q4:
62 Quarters

Italy

Other All Other Other All Other
Long- Long- Short- Long- Long- Short-

Direct Portfolio Term Term Term Direct    Portfolio Term Term Term
Investment Investment Capital Capital Capital Investment Investment Capital Capital Capital

-1.745.92 4.52 8.49 9.48 2.81 -5.90 -3.91 -6.56    -8.64
1988Q4) (1994Q3) (1989Q1) (1988Q4) (1994Q3) (1991Q4) (1990Q4) (1983Q2) (1983Q2) (1977Q4)

.70 4.37 3.50 6.51 6.14 -.33 None None    None -7.94
1987Q2) (1993Q3) (1990Q1) (1992Q4) (1986Q4) (1981Q1) (1981Q1)

2.43 6.06    4.47    5.01    6.76    -.86 -4.28 -2.78 -4.23 -12.66
1987Q4) (197601) (198901) (198901) (1983Q2) (1991Q1) (198204) (1982Q4) (1982Q4) (198202)

1.76 6.63 4.52 3.87 15.75 -.71 -4.85 -4.41    -8.09 -21.56
1989Q2) (1989Q1) (1989Q4) (1981Q4) (1987Q2) (1993Q1) (1992Q2) (1992Q2) (1992Q2) (199204)

1.63 2.12    2.94 1.64 13.58    -.45 -1.31 -3.41 -2.49 -1.18
1994Q4) (1982Q2) (1994Q2) (1983Q1) (1994Q3) (1984Q3) (1984Q2) (1984Q3) (1984Q3) (1984Q2)

1.01 6.32 2.64 7.33 7.14 None None None None None
1987Q3) (1992Q3) (1992Q2) (1992Q3) (1992Q3)

.87
(1971Q1-93Q3: (1988Q3)
91 Quarters

Japan .36
(1971Q1-93Q4: (1991Q1)
92 Quarters

Norway 2.83
(1976Q1-g4Q3: (1987Q3)
75 Quarters)

United Kingdom 5.00
(1971Q1-94Q4: (1987Q4)
96 Quarters)

United States 1.78
(1974Q1-94Q4: (1986Q4)
84 Quarters)

1.95 4.06 4.72 5.71 -.41 None -.62 None -12.29
(1990Q2) (1990Q3)(1990Q2)(1992Q1)(1993Q1) (1993Q1) (1993Q1)

2.82 1.15 4.33 3.43 None None None None -1.58
(t991Q1) (1991Q1)(1991Q1)(1988Q3) (1974Q4)

6.75 7.62 11.87    17.86 - 1.15 None None None -5.30
(1977Q2) (1982Q4)(1977Q2)(1987Q4) (1988Q4) (1988Q4)

12.77 2.92 18.15 10.89 -2.59 -7.40 -1.50 -8.54 -8.46
(1987Q4) (1993Q4)(1987Q4)(1988Q4) (1991Q3) (1991Q3) (1992Q1)(1991Q3)(1992Q1)

1.31 1.00 1.59 4.18 -1.81 -1.55 -.43    -2.56 -1.70
(1986Q2) {1985Q1) (1985Q1)(1984Q1) (1975Q1) (1990Q4) (1975Q1) (1975Q1) (1991Q1)

~Data not available from 1974Q1 to 1975Q4.
Source: IMF data bases on DRI/McGraw-Hill and FAME, and International Financial Statistics, various issues.

be taken to mitigate any ensuing shocks and their
consequences?

To begin with, countries might publish more
timely and comprehensive data for international
lenders to use in evaluating creditworthiness, so that

loan decisions could be based on better informa-
tion. Another measure would be to enlarge the emer-
gency lending facilities of the International Monetary
Fund, so that larger loans could be made quickly--
but under strict conditions--in order to assist coun-
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tries that fall into a debt crisis, as Mexico did late
in 1994.

Still another proposal to deal with international
debt crises is more novel. It would give debtor coun-
tries relief similar in some respects to that provided for
debtors in some domestic bankruptcy proceedings.
First, a troubled debtor might be granted a brief
moratorium--a period during which it would make

Direct controls over capital flows
in recent years have generally

failed to attain their goals.

no debt payments--and during this period its debt
might be restructured. Second, to help the debtor
country avoid a severe recession, the country might be
allowed to attract a limited amount of new loans by
guaranteeh~g priority of repayment for the new loans
over the country’s previously outstanding borrow-
ings. None of this relief would be granted unless the
country committed itself to a rigorous adjustment
program.

V. Summamd and Conclusion

By more than one measure, national capital mar-
kets, especially those of the advanced economies, are
closely linked. Contrary to an oft expressed view, this
high degree of integration is not a recent phenomenon.
Moreover, for the industrial countries, the volatility of
capital flows relative to national outputs seems to be
no greater than in the late 1950s.

While such volatility may not have increased,
countries do undergo external economic shocks quite
frequently. Most of the 11 industrial countries exam-
ined in this article apparently were experiencing such
shocks in at least half of the calendar quarters scruti-

nized over long time periods, although the majority of
the shocks identified for most countries seem to have
originated in the goods markets rather than in the
capital markets. The total number of industrial coun-
tries probably affected by shocks has fluctuated fairly
randomly over time, neither increasing nor decreasing
over the long term.

Conventional wisdom proclaims that capital-
movement shocks are administered most frequently
by funds hwested in short-term, rather than long-
term, assets. But funds invested in some form of
long-term assets apparently participated no less fre-
quently in such shocks in most of the countries
studied.

Another likely misconception is that capital-flo~v
shocks pose a greater problem than shocks in goods
markets. For most of the countries examined in this
article, it seems that goods-market shocks typically
accompanied larger four-quarter changes in current-
account balances relative to GNP than did capital-
movement shocks, although capital-movement shocks
did accompany the very largest of all such current-
account changes. Among the various categories of
capital, the largest swings in capital flows (relative to
GNP/GDP) during capital-movement shocks oc-
curred in short-term capital, a fact that may account
for its troublemaking reputation.

Government restrictions over capital movements
have had little success in dealing with capital shocks.
A far superior approach is for governments to pursue
policies generally recognized as "sound," so that
speculators discern little opportunity for successful
attacks. But given that policies will sometimes err or
be misconstrued, other steps to reduce the adverse
consequences might be taken, such as the publication
of more timely and comprehensive data regarding the
creditworthiness of borrowing countries, the enlarge-
ment of the emergency lending facilities of the Inter-
national Monetary Fund, and the provision to coun-
tries experiencing debt crises of conditional relief akin
to that given borrowers in domestic bankruptcy pro-
ceedings.
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Appendix

I. The following results were obtained from an ordinary
least squares regression performed to test for trend in
the data in the last column of Table 1. Starred t-ratios are
significant at the 0.05 level.

1) y = 1.66 + .03t
(9.06)* (3.89)* ~-~ = .28,

where y assumes the values in the last column of Table 1,
and t represents trend.

II. The following results were obtained from an ordinary
least squares regression performed to test for trend in
the data in the last column of Table 2. Starred t-ratios are
significant at the 0.05 level.

2) y = 1.47 + .00t

(8.54)* (.38) /~2 ~ .00,

where y assumes the values in the last column of Table 2,
and t represents trend.
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